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As the knowledge about anthropogenic impacts of climate change has grown, the awareness of the contributions from treatment of wastewater has widened the scope for wastewater treatment plants (WWTPs). Not only shall ever stricter effluent constraints be met, but also energy efficiency be increased, greenhouse gases mitigated and resources recovered. All under a constant pressure on costs. The main objective of this research has been to develop a plant-wide modelling tool to evaluate the performance of operational strategies for multiple objectives at the plant and for off-site environmental impact.

The plant-wide model platform Benchmark Simulation Model no. 2 (BSM2) has been modified to improve the evaluation of energy efficiency and include greenhouse gas emissions. Furthermore, the plant-wide process model has been coupled to a life cycle analysis (LCA) model for evaluation of global environmental impact. For energy evaluation, a dynamic aeration system model has been adapted and implemented. The aeration model includes oxygen transfer efficiency, dynamic pressure in the distribution system and non-linear behaviour of blower performance. To allow for modelling of energy recovery via anaerobic co-digestion the digestion model of BSM2 was updated with a flexible co-digestion model allowing for dynamic co-substrate feeds. A feasible procedure for substrate characterisation was proposed. Emissions of the greenhouse gases CO$_2$, CH$_4$ and N$_2$O were considered. The bioprocess model in BSM2 was updated with two-step nitrification, four-step denitrification and nitrifier denitrification to capture N$_2$O production. Fugitive emissions of the three gases were included from digestion, co-generation and sludge storage. The models were tested in case studies for the three areas of development: aeration, co-digestion and greenhouse gas production. They failed to reject the hypothesis that dynamic process models are required to assess the highly variable operations of wastewater treatment plants. All parts were combined in a case study of the Käppala WWTP in Lidingö, Sweden, for comparison of operational strategies and evaluation of stricter effluent constraints. The averaged model outputs were exported to an LCA model to include off-site production of input goods and impact of discharged residues and wastes. The results reveal trade-offs between water quality, energy efficiency, greenhouse gas emissions and abiotic depletion of elemental and fossil resources.

The developed tool is generally applicable for WWTPs and the simulation results from this type of combined models create a good basis for decision support.
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Popular Summary

Water supply is one of society’s most important commodities. Water use gives rise to wastewater and for health and environmental protection purposes, treatment of wastewater was one of the great challenges of the past century. The sanitary revolution was voted the greatest medical advance since 1840 by the readers of the distinguished British Medical Journal. Still, wastewater treatment continuously evolve as the awareness of emerging environmental problems grows. The knowledge about the influence of human activities on climate change has widened the scope for treatment plants beyond only effluent water quality and cost. Today greenhouse gas emissions, energy efficiency and resource recovery also need to be considered when evaluating operational strategies.

In the present research, the use of mathematical models has shown the importance of considering the highly dynamic effects of wastewater treatment processes, and at the same time including the up- and down-stream impacts – from resource use and discharge of residues and wastes – that the treatment plant operations give rise to. Simulation of, for example, enhanced primary treatment with chemical precipitants or advanced measures for meeting stricter effluent constraints, show that reduced eutrophication can be achieved along with reduced emissions of greenhouse gases. However, the increased resource consumption, primarily of chemicals, leads to a manyfold increase in depletion of both elemental and fossil resources.

Mathematical modelling and simulation of wastewater treatment processes has a long history and is common practice in the industry in many parts of the world. For this project, a plant-wide modelling platform, The Benchmark Simulation Model no. 2, was adopted and further developed for multi-objective performance assessment. To be able to capture the additional criteria, energy efficiency and greenhouse gases, the model was developed and extended in the following three areas:

Energy for aeration  As oxygen supply to the biological unit processes is the most energy intense process of any advanced treatment plant, a detailed dynamic aeration model was implemented in the Benchmark model. The aeration model was tested in three case studies and shown to be adequate for its purpose, robust and easy to adapt to real plants.

Anaerobic co-digestion  Energy recovery from the influent organic material via anaerobic digestion is common practise. In anaerobic digestion, organic material in sewage sludge or other materials are degraded, leading to less sludge, and converted to energy-rich biomethane. At many plants redundant digester volumes allow this energy production to be increased by adding external organic substrates (so called co-digestion). The digester model was modified to allow for dynamic simulation of
co-digestion and a procedure to characterise the substrates was proposed. A simulation study showed that modelling is beneficial to assess both digester stability and secondary effects on the water treatment from co-digestion.

**Greenhouse gas emissions** Repeated measurements on greenhouse gas emissions from wastewater treatment plants have shown a large span of total emissions. The current state of knowledge explains that production and emission of the potent greenhouse gas nitrous oxide (N₂O) in biological treatment processes is highly dynamic and varies greatly with the operational conditions. Therefore, the operational strategy and ambient conditions have a great impact on the total emissions. The model library of the Benchmark model was extended with a biological model that covers the most important production pathways for nitrous oxide. Furthermore, fugitive emissions of carbon dioxide, methane and nitrous oxide from other treatment processes, primarily the sludge treatment, were included. Multiple case studies calibrating the model to experimental data showed the highly dynamic behaviour of the emissions, demonstrating that dynamic models are critical to evaluate greenhouse gas emissions at wastewater treatment plants. However, calibration efforts also indicate that the available models are not yet capturing all the existing processes in the biological reactors and further research is likely required.

All these modifications were included in the Benchmark Simulation Model no. 2 and tested in a full scale case study of a real plant in Sweden. The model outputs were then connected to a life cycle analysis model to capture the off-site up- and down-stream effects of the operations. The use of external goods, such as electrical power and chemicals, leads to resource depletion. Furthermore, discharges of residues (effluent water and sludge) have an impact on the environment downstream. By evaluating the entire wastewater treatment plant considering all these objectives – water quality, energy efficiency, greenhouse gas emission and operational cost – for both on-site effects and off-site environmental impact, the trade-offs between the objectives and different impact categories can be revealed. The presented modelling tool is capable of capturing these trade-offs and the results are essential for decision support when deciding on modifications of operational strategies at wastewater treatment plants.
Populärvetenskaplig sammanfattning


Detta forskningsprojekt har med hjälp av matematiska modeller visat på betydelsen av att både inkludera de kraftigt dynamiska effekterna i reningsprocesserna och påverkan från upp- och nedströms processer – såsom produktion av energi och kemikalier och utsläpp av renat vatten – som driften av reningsverk ger upphov till. Simuleringar av bland annat förbättrad primär rening med tillsats av fällningskemikalier eller avancerade reningsprocesser för kraftigt minskade utsläpp har gjorts. Resultaten visar att minskad övergödning kan uppnås samtidigt som utsläppen av växthusgaser minskar. Men den ökade förbrukningen av framförallt kemikalier leder till en flerfald ökad förbrukning av naturresurser, både fossila och materialresurser.

Matematisk modellering av avloppseningsverk har en lång historik och är praktisk inom industrin i flera delar av världen. I det här projektet har den reningsverksövergripande modelleringssystemet Benchmark Simulation Model nr. 2 använts och vidareutvecklats för multikriterianalyser av avloppseningsverk. För att kunna simulera energieffektivitet och växthusgasutsläpp tillsammans med utgående vattenkvalitet och driftskostnader har modellplattformen utvecklats inom följande tre områden.

Energi för luftning Då luftning för att syresätta de biologiska reningsprocesserna är den mest energikrävande processen på ett avloppseningsverk har en detaljerad modell för att utvärdera funktion och energiförbrukning av luftningsystemet implementerats. Luftningsmodellen har testats i tre fallstudier på svenska reningsverk där den visade sig passa bra för syftet samtidigt som den var robust och enkel att anpassa till verkliga förhållanden.

Samrötning Att utvinna energi från organiskt material i avloppsvattnet genom anaerob rötning av avloppsslam är vanligt vid större reningsverk. Vid rötning bryts det organiska materialet ner, vilket inte bara leder till produktion av energirik biogas utan också till mindre slammängder. Många kommunala reningsverk har en överkapacitet i sina rötkammare som innebär att externt organiskt material kan pumpas in (s.k.
samrötningsmodellen har utvecklats för att kunna göra dynamiska simuleringar av samrötning och en metod för att karakterisera externa substrat har också tagits fram. En simuleringsstudie visar att modellering är ett värdefullt verktyg för att utvärdera gasproduktion, processstabilitet och påverkan på reningsverkets vattenrenning.

Växthusgasutsläpp Flera mätkampanjer av växthusgasutsläpp på avloppsreningsverk har tidigare visat på en stor variation av mängderna för olika utsläpp. Den nuvarande förståelsen av detta är att den kraftiga växthusgasen hustgas (\(N_2O\)) ofta är den största källan och utsläppen av den dessutom varierar kraftigt beroende på processförhållanden. Driftstrategin och andra yttre förhållanden har därför en stor påverkan på växthusgasutsläppen. Modellbiblioteket i plattformen har därför uppdaterats med en ny bioprocessmodell som inkluderar produktion av hustgas. Dessutom har diffusa utsläpp av koldioxid, metan och hustgas från övriga delar av reningsverket lagts till. Flera fallstudier på olika typer av reningsprocesser har genomförts, vilka visar på den kraftiga variationen i hustgasproduktion och därmed på vikten av att använda dynamiska processmodeller om växthusgasproduktion ska kunna uppskattas. Men kalibreringen av modellerna till mätdata visar också att de modeller som fanns tillgängliga för detta inte fångar alla möjliga produktionsvägar för hustgas och fortsatt forskning behövs inom området.

Alla dessa modifieringar inkluderades i modellplattformen Benchmark Simulation model nr. 2 och testades i en fullskalig fallstudie vid reningsverket Käppala i Lidingö. Processmodellen kopplades till en livscykelanalysmodell för att inkludera processer utanför reningsverket som beror på reningsverkets drift. På så sätt kunde de viktiga och dynamiska processerna på reningsverket beskrivas samt miljöpåverkan från resursanvändning och utsläpp av vatten utvärderas integrerat. Modellverktyget som tagits fram i projektet kan synliggöra motsättningar och avvägningar mellan olika miljöpåverkanskategorier och resultaten användas som beslutsunderlag för möjliga förändringar av avloppsreningsverk.
Nomenclature

Acronyms
AcoD         Anaerobic co-digestion
AD           Anaerobic digester
ADM1         Anaerobic Digestion Model no. 1
ADP          Abiotic depletion potential
ANOX         Anoxic model reactor
AOB          Ammonium oxidising bacteria
AS           Activated sludge
ASM          Activated Sludge Model. Suffixes 1, 1G, 2d and 3 denote model versions no. 1, 1 Greenhouse gas, 2d and 3, respectively
Bio-P        Biological phosphorous removal
BMP          Biomethane potential
BSM          Benchmark Simulation Model platform. Suffixes 1, 2 and 2G denote model versions no. 1, 2 and 2 Greenhouse gas, respectively
CEPT         Chemically enhanced primary treatment
CML          Centrum voor Milieukunde, Leiden University, The Netherlands
CO₂e         Carbon dioxide equivalents
DAF          Dissolved air flotation
DEOX         Non-aerated deoxidation model reactor
DWP          Dynamic wet pressure
EQI          Effluent quality index
FELX         Flexible anoxic/aerated model reactor
FOG          Fat, oil and grease
GHG          Greenhouse gas
GISCOD       General integrated solid waste co-digestion
GWP          Global warming potential
HET          Heterotrophic bacteria
HRT          Hydraulic retention time
IPCC         Intergovernemental Panel on Climate Change
IWA          International Water Association
LCA Life cycle analysis
LCFA Long chain fatty acid
LCI Life cycle inventory
LCIA Life cycle impact assessment
MBBR Moving bed bioreactor
NOB Nitrite oxidising bacteria
OCI Operational cost index
ODP Ozone depletion potential
OLR Organic loading rate
OX Aerated model reactor
PB Positive displacement type blower
PCA Principal component analysis
PI Proportional-integral controller
RAS Return activated sludge
SBR Sequential batch reactor
SSE Sum of squared errors
STP Standard temperature and pressure conditions
TB Turbo type blower
UCT University of Cape Town
VFA Volatile fatty acids
WAS Waste activated sludge
WWT Wastewater treatment
WWTP Wastewater treatment plant

Chemical Formulas and Analysis Parameters
ALK Alkalinity g.m\(^{-3}\)
BOD Biological oxygen demand g.m\(^{-3}\)
CH\(_4\) Methane, suffix -C denotes carbon part g.m\(^{-3}\)
COD Chemical oxygen demand g.m\(^{-3}\)
CO\(_2\) Carbon dioxide ppm
DO Dissolved oxygen g.m\(^{-3}\)
HNO\(_2\) Free nitrous acid g.m\(^{-3}\)
H\(_2\)S Hydrogen sulphide g.m\(^{-3}\)
NH\(_2\)OH Hydroxylamine g.m\(^{-3}\)
NH\(_3\) Ammonia, suffix -N denotes nitrogen part g.m\(^{-3}\)
NH\(_4^+\) Ammonium, suffix -N denotes nitrogen part g.m\(^{-3}\)
NOH Nitrosyl radical g.m\(^{-3}\)
NO\(^-\) Nitrogen oxide, suffix -N denotes nitrogen part g.m\(^{-3}\)
NO\(_2^-\) Nitrite, suffix -N denotes nitrogen part g.m\(^{-3}\)
NO\(_3^-\) Nitrate, suffix -N denotes nitrogen part g.m\(^{-3}\)
N\(_2\) Nitrogen gas ppm
N₂O  Nitrous oxide, suffix -N denotes nitrogen part  g.m⁻³/ppm
TN  Total nitrogen  g.m⁻³
TOC  Total organic carbon  g.m⁻³
TP  Total phosphorous  g.m⁻³
TSS  Total suspended solids  g.m⁻³
VS  Volatile solids  g.m⁻³

Model State Variables
S_{aa}  Soluble amino acids COD (ADM)  g.m⁻³
S_{ac}  Soluble acetate COD (ADM)  g.m⁻³
S_{CH4}  Soluble methane COD (ADM)  g.m⁻³
S_{fa}  Soluble long chain fatty acids COD (ADM)  g.m⁻³
S_{IN}  Soluble inorganic nitrogen (ADM)  g.m⁻³
S_{I}  Soluble inert COD (ASM, ADM)  g.m⁻³
S_{N2O}  Soluble nitrous oxygen nitrogen (ASM)  g.m⁻³
S_{N2}  Soluble methane COD (ASM)  g.m⁻³
S_{ND}  Soluble organic nitrogen (ASM)  g.m⁻³
S_{NH3}  Soluble ammonia nitrogen (ASM)  g.m⁻³
S_{NH}  Soluble ammonium nitrogen (ASM)  g.m⁻³
S_{NO2}  Soluble nitrite nitrogen (ASM)  g.m⁻³
S_{NO3}  Soluble nitrate nitrogen (ASM)  g.m⁻³
S_{NO}  Soluble nitrate oxide nitrogen (ASM1)  g.m⁻³
S_{NO}  Soluble nitric oxide nitrogen (ASM1G)  g.m⁻³
S_{O}  Dissolved oxygen (ASM)  g.m⁻³
S_{su}  Soluble monosaccharides COD (ADM)  g.m⁻³
S_{S}  Readily biodegradable COD (ASM)  g.m⁻³
\dot{X}_{BA1}  Autotrophic biomass for ammonia oxidation (ASM)  g.m⁻³
\dot{X}_{BA2}  Autotrophic biomass for nitrite oxidation (ASM)  g.m⁻³
\dot{X}_{BH}  Heterotrophic biomass (ASM)  g.m⁻³
X_{ch}  Particulate carbohydrate COD (ADM)  g.m⁻³
X_{c}  Particulate composite COD (ADM)  g.m⁻³
X_{I}  Particulate inert COD (ASM, ADM)  g.m⁻³
X_{li}  Particulate lipid COD (ADM)  g.m⁻³
X_{ND}  Particulate organic nitrogen (ASM)  g.m⁻³
X_{pr}  Particulate protein COD (ADM)  g.m⁻³
X_{p}  Particulate inert decay COD (ASM)  g.m⁻³
X_{S}  Slowly biodegradable COD (ASM)  g.m⁻³

Other Symbols
\alpha  Correction factor for oxygen mass transfer in wastewater  -
\beta  Correction factor for saturation concentration in wastewater  -
\delta  Correction factor for liquid column pressure  -

xvii
η Efficiency, indices “motor” and “vfd” denotes motor and variable frequency drive, respectively

$\eta_{\text{Haldane}}$ Parameter in Haldane kinetic term

κ Adiabatic coefficient of air

ρe Person equivalents cap

SOTE Standard oxygen transfer efficiency %

Ω Correction factor for actual barometric pressure

ϕ Relative humidity of air

$\rho_g$ Density of air g.m$^{-3}$

τ Correction factor for temperature at the gas-liquid interface

θ Arrenius temperature correction factor

$B$ Biogas potential, index 0 denotes the maximum ml CH$_4$.g VS$^{-1}$

$DO_{\text{Haldane}}$ Haldane kinetic term

F Fouling factor for the diffusers

$f(x)$ Model output in optimisation routine

$F_0 \cdot G$ Maximum biomethane potential ml CH$_4$.g VS$^{-1}$

$f_{\text{ch}}$ Fraction of carbohydrates in biodegradable COD

$f_{\text{d}}$ Biodegradable fraction of COD

$f_{\text{li}}$ Fraction of lipids in biodegradable COD

$f_{\text{pr}}$ Fraction of proteins in biodegradable COD

$h_{\text{sub}}$ Submersion depth of diffusers m

$I_{\text{fa}}$ Long chain fatty acid inhibition (ADM)

$I_{\text{NH}}$ Ammonium inhibition (ADM)

$I_{\text{pH,ac}}$ pH inhibition for uptake of acetate (ADM)

$k_{\text{hyd}}$ Hydrolysis rate coefficient d$^{-1}$

$K_{I_{\text{fa}},\text{high}}$ Parameter in long chain fatty acid inhibition, upper limit kg COD.m$^{-3}$

$K_{I_{\text{fa}},\text{low}}$ Parameter in long chain fatty acid inhibition, lower limit kg COD.m$^{-3}$

$K_{I_{\text{O2,AOBden}}}$ Parameter in Haldane kinetic term g O$_2$.m$^{-3}$

$K_{I_{\text{L,a}}}$ Volumetric mass transfer coefficient d$^{-1}$

$K_{I_{\text{SO2,AOBden}}}$ Parameter in Haldane kinetic term g O$_2$.m$^{-3}$

$M_g$ Molar mass for air g.m$^{-3}$

$M_{O2}$ Molar mass for oxygen g.mol$^{-1}$

n Number of data points

ρ Pressure, indices “g” and “v” denotes air and vapour pressure, respectively Pa

$P_e$ Total power withdrawal for blowers, indices “shaft”, “PB” and “TB” denotes motor shaft, positive displacement or turbo blower type, respectively kW

Q Hydraulic flow, indices “was”, “ras”, “intr” and “carb” denotes waste activated sludge, return activated sludge, internal nitrate recycle and carbon source, respectively m$^3$.d$^{-1}$

$Q_{\text{CH4}}$ Biomethane flow m$^3$.d$^{-1}$

$Q_{\text{gas}}$ Biogas flow m$^3$.d$^{-1}$
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_g$</td>
<td>Flow of air</td>
<td>m$^3$.d$^{-1}$</td>
</tr>
<tr>
<td>$R$</td>
<td>Molar gas constant</td>
<td>m$^3$.Pa.K$^{-1}$.mol$^{-1}$</td>
</tr>
<tr>
<td>$r_M$</td>
<td>Rate of consumption of oxygen in the system</td>
<td>g.d$^{-1}$</td>
</tr>
<tr>
<td>$S_{O_{sat}}$</td>
<td>Saturation concentration for DO in the liquid phase, indices “cw” and “ww”</td>
<td>g.m$^{-3}$</td>
</tr>
<tr>
<td>$T$</td>
<td>Operating temperature, index “g” denote air</td>
<td>°C/K</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
<td>d</td>
</tr>
<tr>
<td>$V_L$</td>
<td>Aerated tank volume</td>
<td>m$^3$</td>
</tr>
<tr>
<td>$x_{O_2}$</td>
<td>Oxygen mole fraction for dry gas</td>
<td>-</td>
</tr>
<tr>
<td>$y$</td>
<td>Data values in optimisation routine</td>
<td>-</td>
</tr>
</tbody>
</table>
The main problem in our field is to keep the main problem the main problem.
– Prof. George Ekama, University of Cape Town
Chapter 1

Introduction

Historically the primary objective for collecting wastewater was sanitation to prevent the spread of water borne diseases, and for a good reason the readers of the distinguished British Medical Journal choose the sanitary revolution as the greatest medical advance since 1840 (Ferriman, 2007). In many countries providing safe drinking water and sanitation are still the great challenges. Since introduction of wastewater treatment plants (WWTPs) the objectives regarding treatment have expanded and the regulations are continuously getting stricter. Today the wastewater treatment plants in developed countries not only remove pathogens but, as importantly, protect the environment from adverse emissions of all kinds. At the same time there is a strong pressure on wastewater utilities to recover resources, increase energy efficiency and reduce greenhouse gas (GHG) emissions, while maintaining the effluent constraints. All of this under a constant pressure to minimise costs.

To optimise the operations of a treatment plant is not an easy task. Firstly, the influent load is constantly varying in flow and concentration, is naturally uncontrolled and arrives every hour of the day, all year round. A wastewater treatment plant cannot allow shutting down for review and maintenance. Secondly, the construction with sequential unit processes in combination with multiple return feeds create numerous feed-back effects that makes the processes interconnected in an intricate manner.

Under such conditions mathematical modelling is a good tool for evaluating performance of WWTPs. The models describe the processes and their interactions in detail considering the ambient conditions. Thereby, the plant-wide effects are captured so that the overall result can be surveyed, analysed and sub-optimisation avoided. Through simulation studies not only the present operations can be evaluated but also future scenarios investigated, for example: load forecasts, plant expansions or alternative operational strategies. Modelling and simulation provide a solid base for decision support when evaluating plant operations.
1.1 Aim and Purpose of Research

The aim of the research presented in this thesis has been to develop a plant-wide modelling tool for simulating how wastewater treatment can be improved in terms of energy efficiency, resource recovery and greenhouse gas emissions, while not compromising effluent quality and still maintaining control of the operational costs. The tool should be used to evaluate wastewater treatment plants and compare operational strategies for the trade-offs between the various objectives. Ultimately, the purpose of the research was to provide detailed information on the impacts of different strategies and for the tool to be used for decision support at utilities.

The model development is based on decades of research on models for wastewater treatment extending existing model platforms with certain elements. The selected developments presented in this thesis are:

» extend the existing modelling tools – presently focussed on effluent water quality – to include a number of significant energy aspects related to treatment plants;

» implement models for greenhouse gas emissions in a plant-wide framework;

» develop procedures and models for simulating important applications of energy recovery as biomethane;

» develop a methodology to perform life cycle analysis (LCA) from results of dynamic benchmark simulations;

» develop new operational/control strategies balancing the multiple objectives included in the tool and demonstrate the implications of various operational strategies; and

» perform cases studies to validate the models and overall results of the simulation tool.

1.2 Delimitations

» The wastewater treatment plants considered in this work are municipal treatment plants with strict effluent standards, i.e. comparable to the regulations in most developed countries.

» The treatment processes included are related to on-site processes but for the life cycle analysis also the off-site processes directly related to the operations are included. Upstream collection systems are not considered.

» Model developments have focused on implementation and use within the Benchmark Simulation Model (BSM) platform.
Regarding resource recovery only energy recovery as biomethane is considered.

Micropollutants are not considered.

1.3 Hypothesis

Dynamic process models are essential to assess integrated performance of treatment, energy efficiency, greenhouse gas emissions and operational costs. They are able to capture the highly dynamic nature of wastewater treatment processes where traditional static tools – such as benchmarking using fixed emission factors and performance indicators – fail.

It is possible to construct an integrated model covering on-site processes describing dynamics in detail and couple those results to an LCA model for evaluation of both local and global environmental impacts as well as operational costs. Such a model is suitable for modelling of full-scale treatment plants and provides information not otherwise available.

1.4 Key Contributions

The results from the research have been presented and published in a number of papers and reports listed in the preface. The following six most essential articles are included in Part 2 of the thesis.

**Paper i** Journal paper published in The Science of the Total Environment (impact factor 2015: 3.98). The paper presents most of the model developments of a plant-wide benchmark simulation model including GHGs. The concept of multi-objective performance assessment is introduced and tested in a simulation study based on four different control strategies. The results visualise the trade-offs between objectives.

**Paper ii** The paper – published in Water Science and Technology (impact factor 2015: 1.06) – describes the application of the developed bioprocess model from Paper i on side-stream treatment of digester supernatant. The model is calibrated to three different process regimes: nitrification/denitrification, nitritation only and anammox. Specific model developments are presented for each case. The results provide novel insights about the predictive capability of the models.

**Paper iii** The paper was presented at the 9th IWA Symposium on Systems Analysis and Integrated Assessment (Watermatex2015). It summarises the developed aeration system model developed for BSM. Results from three full-scale case studies are presented.
Paper iv The paper was presented at the IWA World Water Congress and Exhibition (WWC&E2014). It evaluates methods for estimating substrate dependent parameters when modelling anaerobic co-digestion. The two methods under study are compared for 18 data-sets and a preferred model is concluded.

Paper v Journal paper published in Water Research (impact factor 2015: 5.99). The paper describes a method for including anaerobic co-digestion (AcoD) in plant-wide wastewater treatment models. The presented method includes both substrate characterisation and model integration. Furthermore, a novel term for long-chain fatty acid inhibition is demonstrated. Results from model calibration based on biomethane potential tests and a plant-wide simulation study are presented; this demonstrates how digester stability can be modelled.

Paper vi Paper submitted to a scientific journal. It summarises the overarching methodology of the thesis. Plant-wide models for multi-objective performance assessment integrated with LCA models are presented. The methodology is applied to a case study at Käppala WWTP, Sweden, and an alternative operational strategy is simulated and compared to the current operations. The results show the applicability of the method and that counteractive effects can arise from operational decisions, which cannot be evaluated using traditional tools.

The research can be summarised in four key contributions to the general state of knowledge.

» Detailed models for greenhouse gas emissions, including fugitive emissions, from wastewater treatment processes were included in the Benchmark Simulation Model no. 2 allowing for dynamic modelling of greenhouse gas emissions along with water quality and operational costs.

» An aeration model with adequate complexity versus accuracy was developed for the Benchmark Simulation Model platform. This allows for detailed assessment of aeration control and efficiency, aeration being the largest energy consumer at wastewater treatment plants.

» A systematic procedure for modelling anaerobic co-digestion including both substrate characterisation and model integration in a plant-wide framework was developed and validated. This is instrumental as resource recovery via co-digestion is generally becoming common practice at wastewater treatment plants and digester stability is a critical evaluation parameter.

» A tool for multi-objective performance assessment of wastewater treatment plants integrating process modelling and LCA was developed, including mechanistic models for greenhouse gas emissions and energy production and consumption. This makes
it possible to evaluate all the important dynamic effects of the local treatment plant processes along with the global environmental impact from the operations.

1.5 Outline of Thesis

The work in this thesis covers model developments in several different areas of wastewater treatment, i.e. greenhouse gas emissions, aeration and anaerobic co-digestion. The common theme of these parts is models aimed to assess energy efficiency and greenhouse gas emissions from the operation of wastewater treatment plants. These parts are also combined and tested in plant-wide models for multi-objective performance assessment together with effluent water quality and operational costs.

Chapter 2 gives a background to the topic of the thesis. Wastewater treatment is introduced in a historical context and the development to the current status motivating this work is presented. Special attention is given to the energy requirements for wastewater treatment and the greenhouse gas emissions from the processes. Finally, modelling of wastewater treatment processes is introduced including a brief description of the history of model development and more specifically the Benchmark Simulation Model platform used in this research.

Chapter 3 covers the research on plant-wide modelling of greenhouse gases. After a literature review on the current state of knowledge on greenhouse gas emissions and how they are modelled, the Benchmark Simulation Model no. 2 version greenhouse gas is presented in detail (from Papers i and vi). Thereafter, case studies from Papers i, ii and vi are presented together with results and key findings from the respective papers.

In Chapter 4, modelling of aeration systems is presented. The implementations of the selected sub-models of the aeration system are reported separately. Three case studies, partly covered in Paper iii, are described in detail to highlight the different parts of, and objectives for, the aeration model. The results in Paper iii are presented – with some additional material from other papers and previously unpublished work – to support the key findings.

The research on modelling of anaerobic co-digestion from Papers iv and v is presented in Chapter 5. The developed method for substrate characterisation is outlined following a background description on co-digestion. The chapter covers the work on estimation of substrate dependent parameters from Paper iv as well as the procedure for fractionation of organic material and nitrogen from Paper v. The sensitivity analysis in Paper v supporting this method is presented in detail followed by the implementation of co-digestion in a plant-wide model framework. Finally, the concept is demonstrated by a simulation study on plant-wide co-digestion from Paper v.
In Chapter 6, the plant-wide process model, including relevant parts of the novel implementations, is combined with a life cycle analysis model to assess environmental impacts in several categories from both on-site and off-site processes. The methodology is tested on a case study at a large Swedish wastewater treatment plant, and the development and calibration procedures are outlined (Paper vi). A simulation study is performed where the current operation is compared with an alternative operational strategy with chemically enhanced primary treatment. The simulation results are analysed in detail for both the global environmental impacts and the effects on plant operation, demonstrating their trade-offs.

Finally in Chapter 7, essential conclusions from the preceding chapters are presented and some general conclusions drawn. Identified needs for future research are summarised at the end.
Chapter 2

Background

This chapter provides a background on wastewater treatment and related research topics, such as energy use and greenhouse gas emissions at wastewater treatment plants. Moreover, current practices on performance assessment and modelling of wastewater treatment processes are introduced.

2.1 Scope of Wastewater Treatment

Wherever humans settle and use water we discharge wastewater. It origins from basic water needs, such as water for agriculture, preparing and eating food, hygiene and sanitation. Extended amounts of wastewater arise when we no longer need to collect our water by hand but get tap water in, or in close proximity, to our houses. Wastewater is the collective term for all used water contaminated to the extent that, for most purposes, it cannot be used without treatment. Accumulating amounts of wastewater quickly become a hazard as the contaminants commonly create both health risks – spreading pathogenic deceases – and environmental problems to both natural waters – eutrophication and toxicity – and air by greenhouse gas (GHG) emissions (Metcalf and Eddy, 2014).

The “per capita” (cap) municipal water use in the world ranges from below 50 to over 500 l.cap⁻¹.d⁻¹ and there is a clear correlation between economic wealth (i.e. gross domestic product) and water use (FAO, 2016). In developed communities and cities, the water use lies between 150 and 250 l.cap⁻¹.d⁻¹, with major cities in The United States at over 400 l.cap⁻¹.d⁻¹. Sweden has on an average a specific water consumption of 220 l.cap⁻¹.d⁻¹ (IWA, 2014).
In most developed countries the degree of treatment in terms of connected population is very high. However, in countries with low population density a significant part might have single household or community-based treatment not visible in statistics (IWA, 2014). This thesis deals primarily with centralised treatment of wastewater based on modern treatment plants typical for developed countries with strict effluent standards.

In the early days of modern wastewater management the collected wastewater was either discharged untreated downstream the settlements or spread on farm land, which moved the problem out of sight and greatly improved the health and living standards in cities (Cooper, 2001). In the early 20th century, the difference in mortality rate from diseases like typhus and paratyphoid fever in European cities ranged from 1.5 (England) to 43 (Finland) per million people per year, inversely correlating to the number of wastewater treatment plants per capita (Cooper, 2001). With population growth, urbanisation and increased water use in the late 19th century – by industrialisation and improved building standards, introducing for example water closets – larger cities soon experienced environmental problems in the aquatic environment no matter how far away the discharge was moved. Wastewater treatment was consequently introduced. The first modern treatment plants had mechanical separation of sludge and visible contaminants through coarse screens and primary sedimentation, sometimes combined with chemical treatment. However, oxygen depletion and fish death in receiving waters soon made it evident that soluble contaminants needed to be treated as well. The activated sludge system, invented in England in 1914 (Ardern and Lockett, 1914), was very efficient for removing organic matter – measured as biological oxygen demand (BOD) – and was also shown to oxidise ammonium (nitrification). The process quickly became popular and through the introduction of secondary biological treatment, oxygen depletion could in practice be avoided. In the mid 20th century, it was concluded that not only the organics but also the soluble nutrients in the effluent contributed to the recently discovered issue of cultural eutrophication (Parma, 1980). Nutrient removal was developed as a measure. Nitrification was partially already achieved in the activated sludge system and with improved control capabilities in the second half of the 20th century it was mastered to a high degree. The process of denitrification was well known by the time but not until Ludzack and Ettinger (1962) suggested to put preceding anoxic tanks ahead of the aeration basins, with nitrate return to the anoxic tanks, was denitrification applied in a controlled fashion. For phosphorous removal chemical precipitation was gaining renewed application. The concept of biological phosphorous removal (Bio-P) was presented by Barnard (1974) and grew popular, especially in countries with moderate effluent phosphorous limits.

Protecting health and natural waters are still the primary objectives of wastewater treatment. With an influent reflecting the increased use of chemicals in society and discharge into an environment under increasing stress, wastewater treatment plants are in the centre of the environmental business. Therefore, the further development of wastewater treatment is
very much mirroring the perceived environmental problems of society at large. For the last two decades the utilities have experienced an increased pressure not only to meet the continuously increasing effluent standards on organics and nutrients but also to increase energy efficiency and utilise resource recovery, primarily energy and nutrients, while at the same time monitor and mitigate greenhouse gas emissions (Foley et al., 2011). As the general concern about not only heavy metals but also hormones, pesticides, nano-particles and other emerging contaminants are growing, the interest for what happens to these in and after wastewater treatment are likewise growing (Bolong et al., 2009). Even if treatment of micropollutants is not yet regulated and far from common practice, significant amounts of research are carried out in this area and examples exist of full-scale installations (Karlsson-Ottosson, 2015; Kristoffersson, 2014).

2.2 Energy Use and Recovery in Wastewater Treatment

Around 2-3 % of the world energy consumption is used for water (including non-municipal use) (Olsson, 2012b). Wastewater treatment plants are large consumers of energy. The main energy input is in the form of: i) electrical power for process equipment, buildings and occasionally for heating, ii) heat for anaerobic processes and buildings, iii) energy carrying chemicals like carbon source for denitrification, and iv) indirect energy use in the manufacturing and transport of intermediate goods. The energy requirements and efficiency of wastewater treatment have been extensively reviewed (Svardal and Kroiss, 2011; Larsen, 2015; Metcalf and Eddy, 2014; Venkatesh and Brattebø, 2011; Nowak, 2003; Balmér, 2000). Olsson (2012b) gives a thorough analysis of the whole area of water and energy, concluding that water is as important for energy production as energy is for water purposes. The specific use of energy for wastewater treatment has been examined in numerous studies. The Swedish Water and Wastewater Association has conducted a 5-year project on energy management including three surveys of the utilities energy use in 2005, 2008 and 2011 (Lingsten and Lundkvist, 2008; Lingsten et al., 2011, 2013; Lingsten, 2014), which not only resulted in a solid knowledge base but also financed measures at plants to increase their energy efficiency and recovery. The results show that the Swedish wastewater utilities consume about 600 GWh of electrical power annually, which is about 0.5 % of the total Swedish consumption (Lingsten, 2014) of 125 TWh.yr⁻¹ (The Swedish Energy Agency, 2015, yr 2013). Mizuta and Shimada (2010) did a review of the electrical power consumption of 985 Japanese WWTPs and found that the specific power consumption was in the range of 0.30 to 1.89 kWh.m⁻³ for conventional activated sludge plants, excluding extraordinary side processes. Furthermore, they concluded plant size to be the most influential factor, with larger plants having a smaller specific power consumption. Similar studies have been conducted elsewhere (Balmér, 2000; Frijns et al., 2012) and are supported by theoretical calculations (Nowak, 2003). The main part of the power consumption is used for the actual treatment processes, especially
Table 2.1: Specific power consumption for treatment processes at WWTPs. Part of table from Metcalf & Eddy (Metcalf and Eddy, 2014, Table 17-3).

<table>
<thead>
<tr>
<th>Process</th>
<th>Power consumption [kWh.m$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Screens</td>
<td>0.0003-0.0005</td>
</tr>
<tr>
<td>Grit removal (aerated)</td>
<td>0.003-0.013</td>
</tr>
<tr>
<td>Activated sludge (nitrification/denitrification)</td>
<td>0.23</td>
</tr>
<tr>
<td>Return sludge pumping</td>
<td>0.008-0.013</td>
</tr>
<tr>
<td>Secondary settling</td>
<td>0.003-0.004</td>
</tr>
<tr>
<td>Mesophilic anaerobic digestion of mixed sludge$^a$</td>
<td>0.093-0.13</td>
</tr>
<tr>
<td>Sludge dewatering (centrifuge)</td>
<td>0.005-0.013</td>
</tr>
</tbody>
</table>

$^a$ Including electrical and heating power requirements. Heat recovery is not considered.

The blowers for aeration, which typically consume 40-60% of the electrical power (Ols-son, 2012b; Lingsten et al., 2013). Aeration is thereby the sole largest energy consumer at WWTPs and a lot of efforts have been made, both in research and in practise, to optimise aeration. Typical energy consumption numbers for different processes can be found in literature (Metcalf and Eddy, 2014) and a few major ones are re-printed in Table 2.1.

The use of heat in wastewater treatment processes is climate dependent, in cold or temperate climates it is needed for heating anaerobic processes, primarily digesters and buildings during the cold season. In warm climates the case might be the opposite and cooling of buildings and processes is sometimes needed not to jeopardise the biological activity. At Swedish wastewater treatment plants 412 GWh of heat was used in 2011 (Lingsten et al., 2013). This is less than 0.2% of the total Swedish energy use of 250 TWh.yr$^{-1}$ (excluding electrical power and losses) (The Swedish Energy Agency, 2015, yr 2013). A great variety of heat sources can be used, from external input of primary energy, such as oil or district heating, to self-produced biogas or recovered effluent heat. In Sweden, there is a clear trend that biogas is used for more high value purposes – mainly vehicle fuel or power production – and district heating or recovered low temperature heat are used as heat sources instead.

For input of chemical energy all non-elemental chemicals contain energy following the laws of thermodynamics. However, from a practical perspective the addition of carbon source, such as methanol or ethanol for denitrification, is most relevant as they are energy carriers that could otherwise have been used elsewhere. As the effluent requirements on total nitrogen (TN) are getting stricter the use of external carbon sources is increasing. In Sweden, carbon source equivalent to 60 GWh was added to WWTPs in 2011 (Lingsten et al., 2013). For optimising the energy balance of a treatment plant with anaerobic digestion, there are conflicting interests of using the influent organic matter for denitrification or for biomethane production. Depending on local priorities this can lead to an even larger use of external carbon.
The interest for increasing biogas production is an example of the view that wastewater contaminants rather are “misplaced resources”. Based on this view, the wastewater treatment plants can be considered as resource recovery facilities and contribute to the circular economy. In North America the concept is already widely accepted and WWTPs are in the industry commonly referred to as water resource recovery facilities (WRRFs). The influent wastewater contains organics, nutrients and heat that can be reclaimed in different forms (Eitrem Holmgren et al., 2015). The organics can be recovered as energy rich biomethane in digesters or as bioplastics in bioprocesses. The nutrients are needed for fertilisation and can be recycled to arable land either as sludge or after extraction. Various techniques for extraction of both phosphorous and nitrogen have been suggested (Eitrem Holmgren et al., 2015). However, to date the only commercially available process is struvite precipitation, which captures phosphorous and nitrogen in equal amounts on a molar basis. The potential for heat recovery is large, given the great energy content in the influent. However, the temperature is low and heat pumps must be used. The use of heat pumps to recover heat for internal purposes as well as for distribution as district heating is common in countries with temperate or cold climate (Elías-Maxil et al., 2014).

At wastewater treatment plants energy exists primarily in the following five forms (Wett et al., 2016; Metcalf and Eddy, 2014).

**Heat energy** – Considering the whole urban water cycle, from water extraction at the water works to effluent discharge at the WWTPs, heating of tap water is by far the largest energy input. Up to 90% of the energy is used for this purpose (Olsson, 2012b) leading to a wastewater with elevated temperature and a significant energy content. Larsen (2015) reports that the energy content of influent wastewater is typically 800 kWh.pe⁻¹.yr⁻¹. Heat is also used at plants for heating processes and buildings as stated above.

**Calorific energy** – Calorific energy in the influent is primarily in the form of COD and macro-nutrients TN and TP but also other compounds contain some energy. Organic matter in wastewater is commonly measured as chemical oxygen demand (COD) with dichromate as oxidising agent (Arnell et al., 2016c). The energy content of the organics depends on the composition of the material and – while the theoretic COD can be calculated – there is no exact correlation between measured COD and energy content due to the incomplete oxidation in the COD analysis using dichromate. The calorific energy can be measured with a bomb calorimeter and studies have shown values from 14.7 to 17.8 kJ.g⁻¹ of COD (Shizas and Bagley, 2004; Heidrich et al., 2011). Given some assumptions, Larsen (2015) reports an organic energy content of 150 kWh.pe⁻¹.yr⁻¹. The calorific energy content of the in-organics is reported to be about 50 kWh.pe⁻¹.yr⁻¹ (Figure 2.1) but this cannot be recovered for direct energy purposes. However, in a system’s perspective recycling of nutrients to productive land has a great energy value as it reduces, the normally energy intensive, production of commercial fertilisers. Effluent calorific energy from a WWTP is mainly in sludge and biomethane.
Figure 2.1: Typical energy content in influent municipal wastewater (Larsen, 2015).

Electrical energy – Electrical power is used in the treatment processes. Losses in equipment are converted to heat, which in some cases are transferred to the water (e.g. aeration) but mostly lost to air. The power is commonly bought but can also to some extent be produced at the plant by gas engines and various fuel cell or heat to power concepts (Hofman et al., 2011).

Potential energy – The preferred design of wastewater collection systems is with gravity flow as this minimizes the power needed for pumping. Along with the natural location of most plants close to the recipient this leads to a minimal vertical drop and thus a minimal potential energy. In cases with a significant drop, especially at the outfall, this can be utilised for power generation using a turbine.

Kinetic energy – For completeness the kinetic energy of moving water must be included. This part is normally small and of minor interest in practical applications.

2.3 Greenhouse Gas Emissions from Wastewater Treatment

Following the ubiquitous discussion about climate change and the impact of greenhouse gas (GHG) emissions, many water utilities have become aware of the potential emissions from the operation of WWTPs. Even if it is clear that significant emissions of the strong greenhouse gas nitrous oxide (N₂O) is normally avoided when treating wastewater for nitrogen – as discharged nitrogen otherwise is partly converted and emitted as N₂O in the recipient (IPCC, 2013) – the treatment processes themselves also emit GHGs. Extensive investigations and research have been done over the last two decades to understand the mechanisms
and quantify the emissions. Several studies have concluded that it is primarily carbon dioxide (CO₂), nitrous oxide and methane (CH₄) that can be produced and emitted at treatment plants (IPCC, 2013; Arnell, 2013; Foley et al., 2011). Both CH₄ and N₂O are strong greenhouse gases: on a mass basis CH₄ has a global warming potential (GWP) equivalent to 34 times that of CO₂ and N₂O has a GWP of 298, both calculated in a 100-years perspective and with climate-carbon feedbacks (IPCC, 2013). These GWP factors can be used to convert emissions of various gases into CO₂ equivalents (CO₂e). Greenhouse gas emissions are commonly categorised as direct or indirect emissions, referring to whether they arise at the facility or externally as a consequence of the operations. In global reporting protocols these categories are called Scopes 1, 2 and 3. Scope 1 holds all direct emissions, Scope 2 all indirect emissions from purchased electricity and heat, all other indirect emissions are accounted to Scope 3. For reporting GHG emissions the term “carbon footprint” is frequently used. However, even if different definitions of carbon footprint have been proposed (Wiedmann and Minx, 2007; Wright et al., 2011), there is not one generally accepted definition most authors follow; every author rather includes what fits for a specific case. Consequently, carbon footprint estimates must be evaluated carefully when comparing numbers between studies.

Estimates of total greenhouse gas emissions from wastewater treatment plants have been assessed in a few studies (Gustavsson and Tumlin, 2013; Foley et al., 2011; Bridle et al., 2008; Monteith et al., 2005). Generally, focusing on Scope 1 (direct) emissions CH₄ and N₂O are considered. Carbon dioxide from degraded influent COD is considered biogenic. However, this can be questioned, see Section 2.3.1, but is supported by IPCC (2013). Gustavsson and Tumlin (2013) reported total CO₂e emissions (including Scopes 1, 2 and 3) in the range of 7 to 108 kg per person equivalent (pe) and year (yr) from 16 Scandinavian WWTPs, with an average of 46 kg.pe⁻¹.yr⁻¹. This average is in line with other studies (Hofman et al., 2011). The main contribution to GHG emissions was from N₂O, which was also highly variable. Also Foley et al. (2011) reported that N₂O, together with CH₄, were the main contributors to the total GHG emissions from WWTPs, and demonstrating a high variability. In summary, their study found that N₂O made up 2 to 90% of the total carbon footprint and CH₄ 5 to 40%. Monteith et al. (2005) calculated the GHG emissions for 16 Canadian wastewater treatment plants and found CO₂e emissions in the range of 0.14 to 0.63 kg.m⁻³. These values cannot easily be converted to per person equivalents since no specific wastewater flows are known. However, Gustavsson and Tumlin (2014) report converted numbers for four utilities in the range of 0.2 to 0.45 kg.m⁻³. To put these numbers in perspective, the total per capita CO₂e emissions were (2013) 7300 kg.cap⁻¹.yr⁻¹ for European Union, 16600 kg.cap⁻¹.yr⁻¹ for The United States and 16900 kg.cap⁻¹.yr⁻¹ for Canada (Olivier et al., 2014). Furthermore, the reported emissions from operation of wastewater treatment plants can be compared to the estimated emissions from the discharge of untreated wastewater to natural waters. Using the methodology and emission factors from IPCC (2006) to calculate the emissions of CH₄ and N₂O from a recipient if untreated wastewater would be
discharged, assuming a per capita BOD and TN load of 60 g.pe\(^{-1}\).d\(^{-1}\) and 14 g.pe\(^{-1}\).d\(^{-1}\), respectively (Henze et al., 2002), yields CH\(_4\) and N\(_2\)O emissions (in CO\(_2\)e) of 45 and 12 kg.pe\(^{-1}\).yr\(^{-1}\), respectively.

2.3.1 Carbon Dioxide

Carbon dioxide can be produced and emitted both on- and off-site due to plant operations. The on-site emissions are of two kinds: i) CO\(_2\) from combustion of fuels for heat and power generation, these can be both fossil or biogenic depending on the origin of the fuel, and ii) CO\(_2\) from the biological respiration of organic material in the treatment processes, such as activated sludge and anaerobic digestion. These emissions are mainly biogenic due to the origin of influent load. However, Law et al. (2013a) have shown that 4 to 14% of the COD in the influent is of fossil origin. Furthermore, external carbon sources for denitrification and external substrates for digestion can be fossil. If the origin of the organic matter is fossil then the CO\(_2\) produced by respiration should also be considered fossil.

The off-site CO\(_2\) emissions arise due to production of power, chemicals and other goods used for the operation of treatment plants. The CO\(_2\) emissions from wastewater treatment can be controlled by the plant management by making conscious choices of input goods with a small carbon footprint, e.g. renewable power and carbon source.

2.3.2 Methane

Methane is produced and emitted in wastewater systems, both in the collection system and at the treatment plant (Czepiel et al., 1993; Foley et al., 2011; Daelman et al., 2012; IPCC, 2013; Liu et al., 2015). Methane has been reported to make up 75% of the total GHG emissions from wastewater handling (Foley and Lant, 2007) even if it is usually lower, as stated in the first part of Section 2.3. Measurements in Gold Coast, Qld, Australia showed that methane formation occurred in sewers and that the emissions contributed significantly (25%) to the total GHG emissions of the wastewater system studied (Foley et al., 2011). Furthermore, the study showed that conditions favourable for hydrogen sulphide (H\(_2\)S) formation was so also for methane. Consequently, traditional measures for preventing H\(_2\)S formation were also effective for suppressing CH\(_4\). Since the activity of methanogenic organisms is strongly temperature dependent, these results cannot be directly extrapolated to other locations. Gold Cost is situated in a warm climate and the methane formation is lower under colder conditions (Liu et al., 2015).

Also CH\(_4\) emissions from wastewater treatment plants have been examined. The emissions arise from several process steps at the plant. Foley et al. (2011) reported from measurements in The Netherlands and France that substantial amounts of methane are emitted from the
inlet works, i.e. screens, grit removal and primary settlers. Due to the known methane production in the sewers, it is likely that these emissions originate from there and merely are emitted at the plant. These specific studies were not able to differentiate the origin of the CH$_4$. Other processes showing an elevated risk for methane emissions are primarily those where anaerobic conditions occur, such as anaerobic zones in the activated sludge reactors, thickeners and sludge storage (Daelman et al., 2012). Plants with anaerobic digesters for sludge stabilisation produce methane, which unintentionally can be emitted to the atmosphere, so called fugitive emissions. A survey in Sweden measuring fugitive methane emissions at utilities with anaerobic digestion showed emissions in the range of 0 to 6% of produced biogas (SWMA, 2012). This and other studies found average methane leakages of 1 to 2% (SWMA, 2012; Gunnarsson et al., 2005; Fruergaard and Astrup, 2011). The methane produced in digestion is generally collected and utilised for energy recovery, or at least flared to avoid deleterious emissions. But the combustion of biogas in boilers, engines and flares are known not to be complete and a fraction of the gas can pass through to the fumes (Liebetrau et al., 2010). Methane emissions from one year storage of digested and dewatered sludge were measured by Jönsson et al. (2015). They reported CH$_4$-C emissions from 0.8 to 7.5 kg.ton$^{-1}$ volatile solids (VS) (converted to CH$_4$ 1.1-10 kg.ton$^{-1}$ VS), where the lower value represents thermophilic sludge stored under cover. For the total CH$_4$ emissions from WWTPs Foley et al. (2011) reported levels from less than 0.0004 to as high as 0.048 kg COD$_{CH4}$/kg COD$_{influent}$. Converted to kg of CH$_4$ these emissions correspond to 0.1 -12 g.kg$^{-1}$ COD (the COD content of CH$_4$ is 4 kg COD per kg of CH$_4$).

### 2.3.3 Nitrous Oxide

It has been known for a long time that the biological processes in wastewater treatment can emit nitrous oxide (Robertson, 1991; Björlénius, 1994; von Schulthess et al., 1994). Initially, it was assumed that the production of N$_2$O was only due to incomplete reduction of nitrate to nitrogen gas by heterotrophic bacteria (HET), as it was known that N$_2$O is a mandatory intermediate in the denitrification reduction chain. However, recent advances in research on production mechanisms of nitrous oxide show that other production pathways exist and can be significant (Kampschreur et al., 2009b). Both heterotrophic and autotrophic bacteria can produce N$_2$O. The production pathways are indicated in Figure 2.2. Ammonia oxidising bacteria (AOB) can produce N$_2$O both through hydroxylamine oxidation in the first step of nitrification and through nitrifier denitrification as a side process to the second step. It is generally accepted that nitrite oxidising bacteria (NOB) do not contribute to N$_2$O production (Law et al., 2012b). The same applies for anammox bacteria (Kampschreur et al., 2009a) and the small N$_2$O emissions reported from nitritation/anammox processes are generally considered to be associated with heterotrophic activity in the reactors (Yang et al., 2013).
The hydroxylamine production pathway occurs in the first step of nitrification. AOB converts ammonia (NH₄) to nitrite (NO₂⁻) over hydroxylamine (NH₂OH) mediated by the enzyme ammonia mono-oxygenase. The oxidation from NH₂OH to NO₂⁻ is catalysed by another enzyme, hydroxylamine oxidoreductase, and is in fact a two-step process with a nitrosyl radical (NOH) as an intermediate. This allows for electrons to be accepted and transferred simultaneously. In both these steps – from ammonia to nitrite – AOB require molecular oxygen for energy and as an electron acceptor. Being a radical, NOH is extremely unstable and it can chemically degrade to NO and N₂O if accumulated (Law et al., 2012b). In a balanced process both hydroxylamine and nitrosyl are rapidly consumed and do not occur at significant levels and no N₂O is produced. However, recent studies indicate that various process disturbances can lead to significant N₂O production via this pathway (Law et al., 2012b; Ni and Yuan, 2015; Peng et al., 2014). Any process conditions leading to increased ammonia oxidation rates can cause unbalanced AOB activity and hence incomplete hydroxylamine oxidation with N₂O as the final product rather than NO₂⁻. The two main conditions suggested are elevated ammonia levels and rapidly increasing levels of dissolved oxygen (DO), for example under transient conditions (Law et al., 2012b; Peng et al., 2014).

Ammonia oxidising bacteria can also produce nitrous oxide via the so called nitrifier denitrification pathway (Foley et al., 2011). In several studies, this pathway has been shown to be dominating (Åmand et al., 2016; Lindblom et al., 2016; Peng et al., 2014; Stenström et al., 2014; Gustavsson and la Cour Jansen, 2011; Foley et al., 2011). This is possible since AOB have the capability of reducing NO₂⁻ to NO and further to N₂O (Figure 2.2). The genome of AOB has been shown to possess the capability of expressing the NO₂⁻ and NO reductases but not N₂O reductase, implying that N₂O rather than N₂ is the end product of nitrifier denitrification. One condition shown to stimulate nitrifier denitrification is accumulation of NO₂⁻ (Tallec et al., 2006; Kampschreur et al., 2009b; Wunderlin et al., 2012). In turn, nitrite accumulation is promoted under anoxic and sub-oxic conditions (Peng et al., 2014) and has been shown to be the dominating contributor to N₂O production in some studies (Foley et al., 2011). Peng et al. (2014) used isotopic measurements to evaluate the contribution of nitrifier denitrification and hydroxylamine oxidation under varying DO conditions (range 0 to 3 g.m⁻³) and found that nitrifier denitrification was dominating and that the
combination of DO and \( \text{NO}_2^- \) concentrations were regulating the balance. Their study shows that the AOB denitrification is decreasing with increasing DO, while the opposite is seen for hydroxylamine oxidation.

Heterotrophic denitrification is a four-step process reducing nitrate \( (\text{NO}_3^-) \) to \( \text{N}_2 \) over \( \text{NO}_2^- \), NO and \( \text{N}_2\text{O} \) (Figure 2.2). The four consecutive reactions use organic carbon as electron donor and are catalysed by different enzymes in each step. Under normal conditions the reduction of NO and \( \text{N}_2\text{O} \) is three to four times faster that the reduction of \( \text{NO}_3^- \) and \( \text{NO}_2^- \) leading to complete reduction to \( \text{N}_2 \) as the final product (von Schulthess et al., 1994). However, various operating conditions, such as DO, pH and sulphide, have been shown (Pan et al., 2013b) to disturb the reduction reactions leading to accumulation of the intermediate compounds. Pan et al. (2013b) for example report that pH causes a stronger inhibitory effect on \( \text{N}_2\text{O} \) reduction than on the other steps of denitrification. It is likely that the \( \text{N}_2\text{O} \) reduction is the most sensitive one, leading to accumulation of \( \text{N}_2\text{O} \) (Pan et al., 2013b). Furthermore, Pan et al. (2013a) have shown that a low COD to nitrogen ratio will lead to electron competition, which also stimulates accumulation of \( \text{N}_2\text{O} \).

Nitrous oxide has a relatively high solubility in water and accumulation of \( \text{N}_2\text{O} \) in the aqueous phase must not lead to instant emissions to the atmosphere. If subsequent processes have the capability of reducing \( \text{N}_2\text{O} \), the conversion to \( \text{N}_2 \) could be completed there. However, if the reactor or downstream reactors are aerated the \( \text{N}_2\text{O} \) will normally be stripped to the atmosphere (Kampschreur et al., 2009b).

### 2.4 Performance Assessment of Wastewater Treatment Plants

Municipal water services, including wastewater management, is a legal monopoly in many countries, for example the countries of the European Union. This makes it very important for utilities to be able to show that the business is managed in an efficient and cost effective way (Matos et al., 2003). One of the traditional tools in strategic planning and management is evaluation using performance indicators. Performance indicators is a monitoring tool where the business is evaluated based on historical data aggregated to key indicators that are followed over time (Matos et al., 2003). Typically the data is averaged to annual or monthly values and the method is suitable for strategic planning and monitoring on utility level. Performance indicators are useful for evaluating both treatment efficiency, energy efficiency, costs, etc. Key performance indicators are commonly used for benchmarking between businesses. Even if it is possible to go deep into the operations and perform process benchmarking this is a tool for steady-state monitoring of historical results with limited details regarding the treatment process itself.
Life cycle analysis (LCA) is a widely applied tool for assessing the environmental impact of a product or service. In LCA the global environmental impacts of the process and all related activities are evaluated for the entire life cycle. As related activities production of input goods and waste handling count. LCA has been applied to wastewater treatment systems historically (Baresel et al., 2016; Corominas et al., 2013a,b). Typically the data used in LCA are annual averages and default values from generic databases. This gives an indication of the global environmental impact and are useful for comparisons and benchmarking. It is also possible to use LCA in scenario planning. However, LCA gives few insights regarding process details and specific conditions and does not cover other areas of interest, such as costs.

For penetrating deeper in evaluation of treatment processes, mass and energy balances offer more detailed insights (Barker and Dold, 1995). With such calculations the performance of separate unit processes can be evaluated. This is an attractive method since for example flows, concentrations and tank volumes are calculated from explicit equations. This kind of spread-sheet calculations also offers the possibility to do similar steady-state evaluations of for example costs. Calculations using such simple steady-state models are useful in many applications and are used both for historical evaluation and design of future reconstruction and change in operations (Ekama, 2009).

To date, the most detailed and powerful tool known to evaluate wastewater treatment processes is simulation using mechanistic process models (Daigger, 2011). The detailed mathematical descriptions of the unit processes in the models provide unmatched insights on the mechanisms of the plant. Process models allow for both steady-state and dynamic simulations, the latter capturing dynamic effects, such as variations in load and temperature as well as seasonal effects. Furthermore, not only treatment efficiency can be evaluated. Successful studies have been performed including criteria such as energy efficiency (Fiter et al., 2005), greenhouse gas emissions (Guo, 2014; Sweetapple, 2014) and costs (Jeppsson et al., 2007). Another area where dynamic process models have proven superior is for development and evaluation of control and operational strategies (Gernaey et al., 2014; Åmand, 2014; Åmand et al., 2013; Olsson, 2012a).

2.5 History of Process Modelling

The development of process models for wastewater treatment systems started in the 1950s. Prior to that simpler empirical equations had been used. The development of mechanistic models of the biological processes became possible after Monod (1949) had presented a mathematical description for microbial growth. Some of the most fundamental developments on bioprocess models for activated sludge systems was done at University of Cape Town, Republic of South Africa (Jeppsson, 1996). The early steady-state model by Marais
and Ekama (1976) evolved into a dynamic model including both biomass growth and the death-regeneration principle (Dold et al., 1980). This is the basis for process models to this day (Makinia, 2010). In the 1980s, the current state of knowledge was synthesised into a state of the art model for activated sludge systems, the Activated Sludge Model no. 1 (ASM1) (Henze et al., 1987), which over time has become accepted both by the research community and practitioners. One of the key elements for this success was that the ASM1 had a reliable set of default parameters. The research community continued the model development and new processes like biological phosphorous removal was added, which became ASM2d. Furthermore, the mechanisms of ASM1 was improved to better mimic reality in ASM3 (Henze et al., 2000). During the 1990s the research on detailed modelling of anaerobic digestion started (Siegrist et al., 1993), which was later compiled into a standard model, Anaerobic Digestion Model no. 1 (ADM1) (Batstone et al., 2002).

Another fundamental unit process at WWTPs that gained a lot of attention in modelling was settlers, mainly secondary settling. Settler models are instrumental to facilitate the simulation of a complete activated sludge unit. The primary objective for a settler is to separate water and sludge, return the sludge to the activated sludge reactor and extract a specified wastage flow. For this purpose initially ideal point settler models were used. A point settler is simply an ideal separation unit without internal volume and can still be used when effluent TSS concentration or hydraulics are of minor importance. For developing more capable models many different principles have been proposed (Makinia, 2010). The principle of the very common layered, one-dimensional settler models describing the convective flux and concentration dependent settling velocity of particles stem from the early work by for example Stenstrom (1975) and Vitasovic (1985) using the theory of Kynch (1952) (Jeppsson, 1996). Later, Takács et al. (1991) added a modified settling velocity flux function allowing for a more realistic effluent TSS. However, the Takács et al. (1991) model was derived directly from mass balances without considering some important numerical aspects, which means that it can produce incorrect numerical solutions if the concentration profile in the settler is not monotonically increasing. This problem has been solved by Bürger et al. (2013), who derived a consistent modelling methodology from the integral form of the settling equation. The model by Bürger and Diehl also allows for including the influence of compression and dispersion on the settling flux. Furthermore, it is possible to increase the number of layers for improved numerical accuracy and to calculate the sludge blanket height (Arnell, 2015).

When the fundamental bioprocess models for both the water and sludge train were accepted it became possible to construct plant-wide models for WWTPs. Models for support systems like primary clarifiers, thickeners and aeration systems were incorporated and interfaces between the different sets of state variables were developed (Nopens et al., 2010; Volcke et al., 2006). Models have been used frequently in parallel with actual process development for fundamental understanding of the biological processes. As the process development
has continued, with for example new pathways (i.e. anammox) and side-stream treatment, models for these processes have been established as well and incorporated into plant-wide platforms.

As the models proved to be reliable they also came into use in the industry (Daigger, 2011). Today several commercial software packages exist for specifically modelling wastewater treatment systems. These basically use ASM and ADM style models but usually have code specific adjustments to improve realism, simulation speed and enhance their ease of use.

### 2.6 Benchmark Simulation Model Platform

The Benchmark Simulation Model (BSM) platform was developed with the purpose of making model-based comparisons of strategies for operation and, more specifically, automatic control at wastewater treatment plants (Gernaey et al., 2014). For example, different process configurations and various control strategies, such as dissolved oxygen control, can be evaluated. The performance of control strategies are in practice difficult to compare – due to varying conditions, such as loads, disturbances and plant design – and simulation models are therefore practical in order to make fair comparisons. The BSM platform consists of six elements: i) standardised treatment plant layout with fixed tank volumes, ii) set of process models for all the included treatment steps, iii) predefined influent flow and loads, characterised by the model state variables allowing for both steady-state and dynamic simulations, iv) large number of sensor models for monitoring the process realistically and actuator models to implement control strategies, v) predefined simulation protocol, and vi) given evaluation scheme including an aggregated effluent quality index (EQI), operational cost index (OCI) and risk index. The Benchmark platform has been developed for both stand-alone activated sludge units – Benchmark Simulation Model no. 1 (BSM1) – and for a plant-wide WWTP (BSM2). For the scope of this thesis emphasis will be put on BSM2 in the following description.

The BSM2 plant is designed to be a standard treatment plant with effluent standards similar to modern plants in developed countries (Figure 2.3). The water line consists of a primary clarifier of 900 m³, an activated sludge unit with five reactors in series where reactors 1 and 2 have volumes of 1500 m³ each and reactors 3 to 5 are equally sized volumes of 9000 m³ in total. In the default set-up reactors 1 and 2 are anoxic and reactors 3 to 5 aerated; reactor 5 and reactor 1 are connected by internal recycling. Feed and recycle flows are flexible and air and carbon source can be added to all reactors allowing for different process configurations. The activated sludge reactors are followed by a secondary settler with a volume of 6000 m³ and an area of 1500 m². In the sludge train the waste activated sludge is thickened and digested together with the primary sludge in an anaerobic digester of 3400 m³ liquid volume. Finally, the sludge is dewatered and the supernatant is recycled to the water line.
via a storage tank. In the sludge line there is also a co-generation unit for heat and electrical power generation from the produced biogas. The heat is only used for heating the digester.

For the model set-up the primary settler is modelled using an empirical mass balance model by Otterpohl and Freund (1992). The ASM1 was chosen for the activated sludge process followed by the one-dimensional 10-layer model by Takács et al. (1991) for the secondary settler. In the sludge line the digestion process is modelled using the ADM1 and the thickener and dewatering units are described by simple ideal separation models.

Following the defined simulation protocol for BSM2, the plant is simulated for 609 days with a defined dynamic influent containing everything from short-term diurnal variations and weekend effects to long-term variations for temperature and holiday periods. The first 245 days are used for stabilising the plant with the simulated control settings and the final 364 days are used for performance evaluation. In the evaluation scheme the EQI measures the effluent water quality as a weighted average of effluent COD, BOD, ammonia, nitrate and total solids loads whereas the OCI provides a relative comparison for the operational costs including, power for mixing, aeration and pumping, carbon source addition, heating of the digester, utilisation of biogas and disposal of sludge.

The BSM platform is continuously expanded and refined in order to allow for evaluation of operation and control in emerging areas. Many specialised versions exist today, including for example, greenhouse gas (BSM2G), micropollutants (BSM2X) and a plant-wide version.
including phosphorous and a complete physico-chemical model (BSM2P) (Jeppsson et al., 2013).

For the modelling activities in the presented research the software package Matlab/Simulink has been used (MATLAB 7.1-8.4, The Mathworks Inc., Natwick, MA, USA, 2010-2014).
Chapter 3

Modelling Greenhouse Gas Emissions

This chapter aims to describe the extensions made to the Benchmark Simulation Model no. 2 with respect to greenhouse gas emissions. To introduce the topic, a brief literature review is presented with regard to modelling of greenhouse gas production. The details of the developed model and its implementation are described. Finally, the related Papers are introduced and key results presented.

3.1 Modelling N\textsubscript{2}O Production

The research area of modelling greenhouse gas emissions (GHG) emissions in wastewater treatment processes has developed along with the process understanding of GHG production in wastewater treatment. Several research groups have been active in the field and have suggested various models. The development has recently been reviewed by Mannina et al. (2016) and Ni and Yuan (2015).

The principles for modelling GHG emissions at wastewater treatment plants (WWTPs) can roughly be divided into three categories (Mannina et al., 2016): i) simple emission factor based models at system level, ii) comprehensive WWT models including static emission factors for GHG emissions at unit process level, and iii) detailed mechanistic models at unit process level. The models used in this work belong to the third category.

Mechanistic models for biological production of GHG include emissions of CO\textsubscript{2}, through respiration of COD and emissions of CH\textsubscript{4} and CO\textsubscript{2} from the anaerobic digester modelled using ADM1. However, the development of mechanistic models for N\textsubscript{2}O production has been more important and intricate. The models suggested in literature all try to explain the observed emissions through modelling of one or several of the production pathways.
described in Section 2.3.3. One of the mostly used models is the one by Hiatt and Grady (2008) describing HET production of N₂O by including all four sequential steps in denitrification (Figure 2.2). Being one of the three intermediate compounds, N₂O is included as a state variable, which allows for modelling of accumulation and subsequent emission. One of the features making this model popular is that it, apart from the four-step denitrification, also splits nitrification into two steps with separate state variables for AOB and NOB biomass. Although the Hiatt and Grady-model does not include neither AOB denitrification nor hydroxylamine oxidation, the two-step nitrification description has proven the model suitable for expansion to include N₂O production by AOB (Porro et al., 2011; Flores-Alsina et al., 2011; Corominas et al., 2012). Disregarding this, other models have been proposed for modelling of the heterotrophic N₂O production. Kaelin et al. (2009) suggested a simpler two-step extension of the ASM3 model (Henze et al., 2000) including N₂O. On the other hand, Pan et al. (2013b) argued that a more complicated modelling approach with four-step denitrification including electron competition was necessary to explain the N₂O production under COD limited conditions.

Models including N₂O production by AOB are commonly categorised as one- or two-pathway models to indicate if they include only one or both of the hypothesised pathways (Peng et al., 2015b). Several one-pathway models including AOB denitrification have been suggested (Mampaey et al., 2013; Ni et al., 2011). The models by Mampaey et al. (2013) and Ni et al. (2011) differ in terms of substrate, ammonia vs. ammonium, and because the model by Ni et al. (2011) describes ammonia oxidation as a two-step process with NH₂OH as an intermediate. Furthermore, the Ni et al. (2011) model has some additional inhibition and reduction steps. Law et al. (2012a) proposed a model including the NH₂OH pathway by AOB. Both models by Ni et al. (2011) and Law et al. (2012a) build on the concept of modelling the electron transport, which significantly adds to the model complexity. To compare the predictive capabilities, Peng et al. (2015b) have validated four different one-pathway models against several data sets. None of the models were capable of fully describing the dynamics of all the data. It was concluded that the two pathways are active under different conditions and to fully describe data with large variations both pathways are needed (Peng et al., 2015b). Following from that, Ni et al. (2014) recently suggested a two-pathway model based on three oxidation processes and three reduction processes, including modelling of electron transport. This model has been further developed to include dependency of N₂O formation on inorganic carbon (Peng et al., 2015a).

The first plant-wide model including GHG emissions was presented by Monteith et al. (2005). The model is based on static factors on unit process level with the possibility of applying case specific conditions and data. This methodology was further developed by Bridle et al. (2008) and the fundamentals were brought into the models used in this research by Flores-Alsina et al. (2011). However, in the early attempts to calculate plant-wide estimates of GHG emissions only CO₂ and CH₄ were considered and N₂O neglected
(Rosso and Stenstrom, 2008; Gori et al., 2013). As the importance of \(N_2O\) was discovered it was also included in process modelling. The first plant-wide models including \(N_2O\) together with other emissions were based on existing dynamic modelling tools expanded with either mechanistic (Flores-Alsina et al., 2011, 2012a,b) or static (Corominas et al., 2012; Rodriguez-Garcia et al., 2012) model components for \(N_2O\) emissions. Through this development the paramount importance of considering dynamics in \(N_2O\) production has been clarified (Guo, 2014; Flores-Alsina et al., 2014; Arnell and Jeppsson, 2012; Lindblom et al., 2013). Therefore, the recent research has focused on mechanistic modelling of \(N_2O\) and incremental contributions have been presented, leading up to the point where we are today (Porro et al., 2011; Corominas et al., 2012; Sweetapple, 2014; Guo, 2014; Flores-Alsina et al., 2014; Snip et al., 2014).

### 3.2 Description of BSM2G

The Benchmark Simulation Model no. 2 Greenhouse gas (BSM2G) is an extension of the standard BSM2 described in Section 2.6. Out of the six parts of the BSM platform – plant layout, model setup, influent load, sensors and actuators, simulation procedure and evaluation scheme – modifications were required for the model set-up, influent load and evaluation scheme. The final version of BSM2G developed and used for this work and presented in Papers 1, 11 and 16 are described in this section. Fundamental contributions to this development were also presented by Flores-Alsina et al. (2011) and Guo and Vanrolleghem (2014).

The BSM2G plant layout with the included GHG emissions are shown in Figure 3.1. In BSM2G both direct emissions from the plant and indirect – off-site – emissions are included.

**Direct Emissions**

- \(CO_2\) from biological respiration of COD in the activated sludge unit, anaerobic digester and biological side-stream treatment. \(CO_2\) assimilated by autotrophic growth is credited. Calculated in the bioprocess models.
- \(N_2O\) from nitrogen conversion processes in activated sludge and side-stream reactors. Calculated in the bioprocess models.
- Fugitive emissions of \(CO_2\) and \(CH_4\) from the anaerobic digester and co-generation unit. Dissolved \(CH_4\) in the digester effluent is stripped and a \(CO_2\) credit is included for power production from biomethane. Calculated dynamically using emission factors.
- \(CO_2\), \(N_2O\) and \(CH_4\) from sludge storage. Calculated dynamically using emission factors.
Figure 3.1: Principal wastewater treatment plant layout of the treatment plant in Benchmark Simulation Model no. 2 Greenhouse gas (BSM2G) with included greenhouse gas emissions indicated in grey boxes.

**Indirect Emissions**

» CO₂ from off-site heat and power generation. Calculated using static emission factors.

» CO₂ from production of external carbon source. Calculated using static emission factors.

» N₂O from conversion of effluent nitrogen in recipient. Calculated using static emission factors.

» CO₂ for transport of sludge for disposal. Calculated using static emission factors.

» CO₂, N₂O and CH₄ from disposal of sludge. Calculated using static emission factors.

### 3.2.1 BSM2G Model Library

**Activated Sludge Unit**

The bioprocess model ASM1 used in BSM2 was updated with reaction kinetics for biological N₂O production. Two major model amendments were made. The principles described by Hiatt and Grady (2008) with two-step nitrification and four-step denitrification were included, featuring heterotrophic N₂O production. Reaction specific model parameters
Figure 3.2: Haldane kinetic term as a function of modelled dissolved oxygen concentration ($S_O$) for limiting denitrification by ammonia oxidising bacteria to sub-oxic conditions.

are used for each of the four denitrification steps. As a complement, AOB denitrification was included following Mampaey et al. (2013) where AOB have the capability of reducing $\text{NO}_2^-$ to NO and $\text{N}_2\text{O}$. To limit the AOB denitrification to sub-oxic conditions the Haldane kinetic term suggested by Guo and Vanrolleghem (2014) was included,

$$DO_{\text{Haldane}} = \frac{S_O}{K_{SO,\text{AOBden}} + \eta_{\text{Haldane}} \cdot S_O + S_O^2 / K_{\text{IO, AOBden}}}$$

(3.1)

where, $K_{SO,\text{AOBden}}$ [g $\text{O}_2\cdot\text{m}^{-3}$], $\eta_{\text{Haldane}}$ [-] och $K_{\text{IO, AOBden}}$ [g $\text{O}_2\cdot\text{m}^{-3}$] are kinetic parameters.

This limits the AOB denitrification reaction rate to a maximum at a specified (low) DO and a declining rate at concentrations above that peak, see Figure 3.2.

All state variables used in the amended model (ASMiG) (Guo and Vanrolleghem, 2014) are listed in Table 3.1. There are 15 reactions in the ASMiG model.

1. Heterotrophic growth under aerobic conditions with $S_S$ as substrate and $S_O$ as electron acceptor.
2. Heterotrophic growth under anoxic conditions with $S_S$ as substrate and $S_{\text{NO3}}$ as electron acceptor.
3. Heterotrophic growth under anoxic conditions with $S_S$ as substrate and $S_{\text{NO2}}$ as electron acceptor.
4. Heterotrophic growth under anoxic conditions with $S_S$ as substrate and $S_{\text{NO}}$ as electron acceptor.
5. Heterotrophic growth under anoxic conditions with $S_S$ as substrate and $S_{\text{N2O}}$ as electron acceptor.
Table 3.1: State variables of the model ASM1G. For nitrogen variables only the nitrogen part of the compound is considered. See Nomenclature section for units.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_I$</td>
<td>Soluble inert COD</td>
<td>$X_I$</td>
<td>Particulate inert COD</td>
</tr>
<tr>
<td>$S_S$</td>
<td>Readily biodegradable COD</td>
<td>$X_S$</td>
<td>Slowly biodegradable COD</td>
</tr>
<tr>
<td>$S_O$</td>
<td>Dissolved oxygen</td>
<td>$X_{BH}$</td>
<td>Heterotrophic biomass</td>
</tr>
<tr>
<td>$S_{NO3}$</td>
<td>Soluble nitrate</td>
<td>$X_{BA1}$</td>
<td>Ammonia oxidising biomass</td>
</tr>
<tr>
<td>$S_{NO2}$</td>
<td>Soluble nitrite</td>
<td>$X_{BA2}$</td>
<td>Nitrite oxidising biomass</td>
</tr>
<tr>
<td>$S_NO$</td>
<td>Soluble nitric oxide</td>
<td>$X_P$</td>
<td>Particulate inert decay</td>
</tr>
<tr>
<td>$S_{N2O}$</td>
<td>Soluble nitrous oxide</td>
<td>$X_{ND}$</td>
<td>Particulate organic nitrogen</td>
</tr>
<tr>
<td>$S_{N2}$</td>
<td>Soluble dinitrogen</td>
<td>$TSS$</td>
<td>Total suspended solids</td>
</tr>
<tr>
<td>$S_{NH}$</td>
<td>Ammonia nitrogen</td>
<td>$ALK$</td>
<td>Alkalinity</td>
</tr>
<tr>
<td>$S_{ND}$</td>
<td>Soluble organic nitrogen</td>
<td>$Q$</td>
<td>Flow</td>
</tr>
</tbody>
</table>

6. Autotrophic growth of $X_{BA1}$ under aerobic conditions with free ammonia as substrate and $S_O$ as partial electron acceptor (ammonia oxidation).

7. Autotrophic growth of $X_{BA1}$ under sub-oxic conditions with free nitrous acid (HNO$_2$) as substrate, NH$_3$ as electron donor and $S_O$ as partial electron acceptor (AOB denitrification).

8. Autotrophic growth of $X_{BA1}$ under sub-oxic conditions with $S_{NO}$ as substrate, NH$_3$ as electron donor and $S_O$ as partial electron acceptor (AOB denitrification).

9. Autotrophic growth of $X_{BA2}$ under aerobic conditions with $S_{NO2}$ as substrate and $S_O$ as electron acceptor (nitrite oxidation).

10. Decay of $X_{BH}$.

11. Decay of $X_{BA1}$.

12. Decay of $X_{BA2}$.

13. Conversion of $S_{ND}$ to $S_{NH}$.

14. Hydrolysis of $X_S$ to $S_S$.

15. Hydrolysis of $X_{ND}$ to $S_{ND}$.

The emissions of CO$_2$ from respiration of organic material are calculated based on the amount of COD degraded and the nitrogen credit is calculated based on the biomass growth using a value of 0.31 kg.kg$^{-1}$ N$_{nitrified}$.

Sludge Train

In the sludge train fugitive emissions from the anaerobic digester and co-generation unit are included. For the digester the literature review (Section 2.3.2) showed that a slip of
raw gas in the range 1 to 2% is likely and hence, 1% was implemented in BSM2G. The slip volume is accounted to the GHG emissions and subtracted from the produced gas volume. The remaining gas is fed to the co-generation unit. In the gas engine 1.7% of the raw gas is assumed to pass uncombusted to the fumes (Liebetrau et al., 2010). The dissolved CH$_4$ in effluent sludge ($S_{CH4}$) from the digester is assumed to be fully stripped in the dewatering unit and emitted to the atmosphere. The quantity is calculated dynamically in the simulations and the $S_{CH4}$ after stripping is set to zero.

In the downstream biosolids handling it is assumed that the sludge is stored uncovered for 12 months before transported to disposal and reuse. Based on measurements of emissions from sludge storage by Jönsson et al. (2015) it was assumed that degradation processes in the dewatered sludge give rise to CH$_4$ emissions of 8.68 kg.ton$^{-1}$ VS and that 1.1% of TN in sludge diffuse as N$_2$O-N. The COD and TN contents of the sludge are adjusted accordingly.

**Indirect and Off-Site Emissions**

Different values have been used for the CO$_2$ emissions from net power production. In Paper 1, the default value from Flores-Alsina et al. (2011) was used, 0.94 kg.kWh$^{-1}$ corresponding to Australian coal fired power plants. For the general BSM2G this value was updated to the more adequate European production mix of 0.359 kg.kWh$^{-1}$ (IEA, 2011). For the case study in Paper vi, a case specific value of 0.041 kg.kWh$^{-1}$ corresponding to Swedish electricity production (2012) was used.

Emissions of CO$_2$ for production of methanol were included by Flores-Alsina et al. (2011) using an emission factor of 1.54 kg.kg$^{-1}$ of methanol.

The remaining TN content in the effluent water is known to partly convert to N$_2$O in the recipient. N$_2$O-N emissions corresponding to lakes and rivers were included in the BSM2G based on an emission factor of 5 g.kg$^{-1}$ TN discharged to the recipient (IPCC, 2006).

In the standard BSM2G three different sludge disposal alternatives are included. Flores-Alsina et al. (2011) laid out the principles for including CO$_2$ emissions from mineralisation of sludge COD. To this, additional emission factors for CH$_4$ and N$_2$O were added.

* **Agriculture** 38% of the sludge; transport distance 150 km; emission factor N$_2$O-N = 0.01 kg.kg$^{-1}$ TN.

* **Forestry** 17% of the sludge; transport distance 144 km; emission factor N$_2$O-N = 0.01 kg.kg$^{-1}$ TN, CH$_4$ = 0.0075 kg.kg$^{-1}$ TOC (TOC represents total organic carbon).

* **Composting** 45% of the sludge; transport distance 20 km; emission factor N$_2$O-N = 0.01 kg.kg$^{-1}$ TN.
3.2.2 BSM2G Influent Load and Evaluation Scheme

The influent load profiles and evaluation scheme of BSM2 were updated by Flores-Alsina et al. (2011). The updated influent profiles follow the principles of Gernaey et al. (2006) with the additional biomass and nitrogen states added to the influent accordingly.

In the evaluation procedure, the two weighted indices EQI and OCI are calculated together with the time in violation of effluent constraints, i.e. the fraction of a year that the effluent quality exceeds the stipulated effluent constraints. Only the EQI needed to be modified after including GHG production models. All four oxidation states of nitrogen were included using the weighting factor for nitrate and the additional biomass states were added to the TSS, COD and BOD estimates. The calculated GHG emissions are converted to CO\textsubscript{2} equivalents (CO\textsubscript{2}e) using GWP factors for a 100-year time horizon from IPCC (2013): 34 for CH\textsubscript{4} and 298 for N\textsubscript{2}O, including climate-carbon feedbacks. The various emissions in the model are reported separately and a selection of which emissions to report can be made case-by-case (for example in total or excluding biogenic emissions).

3.3 Integrated Evaluation of Greenhouse Gas Emissions, Effluent Water Quality and Costs

The developed model platform, BSM2G, was used for its original purpose – benchmarking of control strategies – in Paper i. The default control strategy of BSM2 was compared with four alternative strategies. The results were evaluated including the aspect of GHG emissions together with the traditional EQI and OCI.

The default control strategy in the BSM2G used as base case in Paper i consists of two control loops. In the first one, the DO concentration in the second aerated reactor is controlled towards a set-point of 2 g.m\textsuperscript{-3} using a proportional-integral (PI) controller manipulating the airflow rate, i.e. the volumetric oxygen transfer rate coefficient (K\textsubscript{La}). The K\textsubscript{La} inputs to the first and third aerated reactors are set to equal and half of the K\textsubscript{La} for the controlled reactor, respectively. The second PI controller regulates the nitrate return flow (Q\textsubscript{intr}) from reactor five to reactor one based on a set-point for nitrate in the second anoxic reactor. Furthermore, the wastage flow of activated sludge (Q\textsubscript{was}) was varied seasonally with Q\textsubscript{was,summer} = 450 m\textsuperscript{3}.d\textsuperscript{-1} and Q\textsubscript{was,winter} = 300 m\textsuperscript{3}.d\textsuperscript{-1}. The flow rates for return activated sludge (Q\textsubscript{ras}) and carbon source addition (Q\textsubscript{carb}) were kept constant for the whole simulation period.

Four alternative control strategies were tested for comparisons in Paper i.

i. Impact of DO control by varying the set-point value between 1 and 3 g.m\textsuperscript{-3}. Default value 2 g.m\textsuperscript{-3}. 
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ii. Impact of primary clarifier efficiency by varying the TSS removal efficiency in the primary clarifier from 33% to 66%, default value 50%.

iii. Impact of the anaerobic digester operating mode by changing the temperature in the anaerobic digester from mesophilic (35°C) to thermophilic (55°C), default value 35°C.

iv. Impact of anaerobic digestion (AD) supernatants by controlling the return flow rate. The timer-based control strategy stores the dewatering liquor during daytime (when the plant is high loaded) and returns it at night (when the plant is low loaded). Note that the default BSM2 strategy does not use this control approach and liquors are simply returned as they are generated.

The resulting EQI, OCI and GHG emissions for the simulated control strategies are summarised in Figure 3.3. It is evident from the results that Strategy i, varying the DO set-
Figure 3.4: Dynamic profiles of ammonium nitrogen (left) and nitrite nitrogen (right) in the case with varying dissolved oxygen (DO) set-point. For both graphs the concentrations at DO = 3 g.m⁻³ is zero or close to zero. Figure from Paper 1.

point, has the largest effect on GHG emissions out of the tested strategies. Reducing the DO set-point in the AS leads to increased $S_{NO_2}$ concentration, which in turn stimulates AOB denitrification – and hence $N_2O$ production – in the model, see Figure 3.4. The $S_{NO_2}$ profile shows a pronounced seasonal variation proving the paramount importance of taking the dynamic variations into account when considering $N_2O$ formation. Even if the reduced aeration at the same time leads to lower indirect $CO_2$ emissions from power generation, the overall $CO_2e$ increases. The degree of TSS removal in the primary clarifier has little impact on GHG emissions in this study but increased removal improves the effluent quality and reduces the operational costs substantially. The small increase in GHG emissions at higher removal efficiency is due to higher $N_2O$ production that exceeds the credit from increased biogas production. Furthermore, the results show that with a stable and sufficiently sized digester in the base case very little is gained through switching to a thermophilic regime in the AD. The operational costs increase as well and so do the GHG emissions due to the increased heat requirements. Lastly, the effect of Strategy iv – controlling the return pumping of sludge liquors – are shown for all cases. This strategy leads to a small improvement in the effluent quality for all cases by reducing the $S_{NH4}$ peaks, but has no effect on GHG emissions for almost all cases. A reduction in GHG emissions is gained in combination with low DO, which follows from the fact that low DO and high ammonia is a risk combination for high $N_2O$ production. All details on the results and a comprehensive discussion about the realism of the models are given in Paper 1.
3.4 Modelling \( N_2O \) Production in Side-Stream Treatment

Sidestream treatment of high strength AD supernatant has grown in popularity since the launch of industrial processes applying novel nitrogen removal pathways, such as nitritation/denitrification and anaerobic ammonia oxidation (known as anammox). The kinetics for \( N_2O \) production in ASM\( i \)G was thoroughly tested on sludge liquor side-treatment systems in Paper \#1. Three data sets: 

i) measurements on a nitrifying/denitrifying sequencing batch reactor (SBR) at Slottshagen WWTP, Norrköping, Sweden, by Stenström et al. (2014),

ii) measurements by Gustavsson and la Cour Jansen (2011) on a nitritation only SBR at Sjölunda WWTP, Malmö, Sweden, and

iii) data from a pilot-scale one-stage nitritation/anammox moving bed biofilm reactor (MBBR) by Yang et al. (2013). For details on the measurements the interested reader is referred to the original papers. In this section, results supporting the key conclusions on modelling of \( N_2O \) will be recaptured. For details on the models, calibration and comprehensive discussion about the results, see Paper \#1 and Lindblom et al. (2015).

3.4.1 Nitrification/Denitrification Sequencing Batch Reactor

In the dataset used for calibration of the nitrification/denitrification SBR, the \( N_2O \) production rate in the initial non-aerated phase almost equal the nitrification rate, indicating that the last step of the heterotrophic denitrification is almost totally inhibited, Figures 3.5b and 3.5g. The \( N_2O \) production immediately stops at \( t = 1.5 \) h when ethanol is dosed and the accumulated \( N_2O \) is reduced to \( N_2 \). This rapid switch indicates a strong dependency of the heterotrophic \( N_2O \) production on COD availability. The standard formulation of denitrification in Hiatt and Grady (2008) does not capture this and an additional state for ethanol \((S_{S,EtOH,5})\) was implemented. With a high value of the half-saturation constant for the uptake of \( S_{N2O} \) utilising \( S_S \) and in contrary a low value when utilising \( S_{S,EtOH} \), the large and rapid change could be described. However, the simulation results do not fully support the fact that \( N_2O \) production relates to the kind of carbon substrate. A more complex model like the recent four-step denitrification model by Pan et al. (2013b) might better capture this phenomenon (Pan et al., 2015).

Excluding anomalies stemming from the denitrification phase, the measured emissions of \( N_2O \), occurring during the aerated phase, are fairly well described by the model (Figure 3.5f). Parameter adjustments were made to capture the seemingly high correlation with ammonia and there is support in literature for AOB denitrification being the dominating \( N_2O \) production pathway under such conditions (Ni et al., 2014).


3.4.2 Nitritation Sequencing Batch Reactor

The simulation results from the nitrification only SBR at Sjölunda WWTP are shown in Figure 3.6. The N₂O-N emissions exhibit a quick rise to 30-75 kg.m⁻³ when aeration is switched on. After the peak it declines throughout the aeration phase (Figure 3.6e). The measurements at Sjölunda WWTP include off-gas NO concentrations, which are relatively stable. Considering the equations for nitrifier denitrification in the applied model dissolved nitrogen oxide (S_NO) was not believed to explain the dynamic N₂O emissions.

The sharp simulated peaks at the beginning of each phase (Figure 3.6e) are due to stripping of accumulated N₂O during anoxic conditions. These peaks are not seen in measurement data, see Figure 3.6e. As stripping according to the model occurs fast, the decrease in N₂O production throughout the aeration phase must be explained by AOB activity. However, by analysing data along with simulation results it was concluded that neither NO₂⁻ nor DO concentrations were the major cause for N₂O production. The applied model for AOB denitrification could only be reasonably calibrated assuming a unique half-saturation constant – not present in the original model – for ammonia using a very high value, $K_{NH3,AOB,DN} = 1.0$ g.m⁻³. It was concluded that the ASM1G was not suitable for describing this data set.
It has been shown in laboratory experiments (Law et al., 2013b) and by modelling (Ni et al., 2014) that the high nitrite nitrogen concentrations (500-600 g.m$^{-3}$, Figure 3.6a), in combination with moderate DO concentrations (1.2-2.0 g.m$^{-3}$, Figure 3.6c), would imply that the contribution of the NH$_2$OH pathway to the total N$_2$O emissions is substantial. A NH$_2$OH pathway model, for example the one presented by Law et al. (2012a), could potentially describe the data better.

### 3.4.3 Nitritation/Anammox Moving Bed Biofilm Reactor

The pilot-scale anammox reactor was operated with intermittent aeration to achieve both nitritation and anaerobic ammonium oxidation. The dataset contains both soluble in-tank and off-gas N$_2$O concentration measurements. To model the MBBR, a biofilm model was constructed (see Paper ii for details) and combined with ASM1G for biological reactions, both in the biofilm and the bulk liquid.

The model was calibrated to a part of the data with moderate nitrogen load and an intermittent aeration strategy where the reactor was aerated for 45 minutes out of 60. Simulation results show that, compared to the other case studies in Paper ii, the relatively low N$_2$O emissions of 0.5% during the studied period can be explained by heterotrophic denitrific-
Approximately 3% of the influent ammonium is converted via nitrification and heterotrophic denitrification and 20% out of this amount is accumulated as $S_{\text{N}2\text{O}}$, probably because of low $S_S$ concentrations from hydrolysis of particulates in the biofilm. The resulting emissions of $\text{N}_2\text{O}$ are similar to the measurements, Figure 3.7h. Although much lower, emissions were also measured during non-aerated phases, a phenomenon that was not explained by the model. The simulated and measured dissolved $\text{N}_2\text{O}$ concentrations are shown as time-series in (Figure 3.7c). $S_{\text{N}2\text{O}}$ accumulates during anoxic conditions, which is also seen as peaks in the $\text{N}_2\text{O}$ emission as aeration is turned on. The measurement data do not show a clear pattern but occasionally it can be seen that $S_{\text{N}2\text{O}}$ increases during anoxic conditions. The simulated $S_{\text{N}2\text{O}}$ concentrations are generally lower than the measured ones. Based on the implemented model it is difficult to calibrate this effect because the $\text{N}_2\text{O}$ flux – which is quite well predicted – is proportional to $S_{\text{N}2\text{O}}$ and $\text{N}_2\text{O}-K_{\text{La}}$. Thus, if the measurements are correct, either the stripping model – including the diffusion coefficients – or the estimated $K_{\text{La}}$ need to be modified.
3.5 Calibration of N\textsubscript{2}O Production in a Full-Scale Activated Sludge Unit

As part of the major case study at Käppala WWTP in Lidingö, Sweden, measurements of N\textsubscript{2}O were conducted in one out of five parallel AS blocks at the plant. The case study is fully described in Paper vi and generally summarised in Chapter 6 but the specific details on calibration of the N\textsubscript{2}O production are given in this section. Measurements were performed over a period of about 100 days in both liquid and gaseous phases. The in-tank concentrations were measured with an in-situ probe. To capture the processes along the reactor length the sensor was moved two times during the measurement period and data from all three locations were registered. Measurement positions are indicated in Figure 3.8, see Paper vi for details. Since the plant is covered, the gas phase measurements were made in the ventilation channel collecting off-gas from the selected AS block. Together with ventilation flow measurements the mass flux of N\textsubscript{2}O was calculated.

From the measured N\textsubscript{2}O concentration in the reactor it was evident that no N\textsubscript{2}O production occurred in the anoxic zones, see Figure 3.9. The soluble N\textsubscript{2}O concentration was very low at the end of the last anoxic zone even if no forced stripping had occurred. However, in the aerated zones the N\textsubscript{2}O concentration was higher and increasing along the reactor. Taking the stripping, due to aeration, into consideration it was concluded that the major part of the production and emission of N\textsubscript{2}O occurred from the aerated zones. The reason for this is assumed to be the relatively high NO\textsubscript{2}-N concentrations measured, around 0.3 g.m\textsuperscript{-3}. As seen in Figure 3.10, the average level of the modelled emissions is in line with measured values. However, the full dynamics of the measured emissions were not well predicted by the model. The model predicts a constant base line for the N\textsubscript{2}O-N emissions of about 30 kg.d\textsuperscript{-1} even when the measured emissions decrease around day 425, Figure 3.10. The model behaviour follows from the model equations for AOB denitrification. However, recent publications emphasise the importance of using a two-pathway model – including both hydroxylamine oxidation and AOB denitrification – under dynamic conditions (Peng et al., 2015b). Such models predict that the N\textsubscript{2}O production relates to the rate of nitritation.
– i.e. AOB activity – rather than DO. These new two-pathway models were not available at the time when conducting the case study at the Käppala WWTP but the present results support that additional reaction pathways need to be considered in future work. One trade-off made in favour of getting proper emissions to air, was that the N$_2$O concentration in the aqueous phase had to be calibrated to lower than measured values for the aerated zones.

**Figure 3.9:** N$_2$O-N in aqueous phase at Käppala wastewater treatment plant. Measurements in the three different locations (grey markers) indicated in Figure 3.8 and modelled $S_{\text{N$_2$O}}$ in the first aerated zone (blue line). The time scale represents simulation days, where 395 corresponds to 29th of May. Figure from Paper vi.

**Figure 3.10:** N$_2$O in off-gas at Käppala wastewater treatment plant. Measured data (grey line) and model result (blue line). Full year simulation (top) and day 350 to 460 covering the N$_2$O measurement campaign (bottom). The time represents simulation days, where 245 corresponds to 1st January and day 350 corresponds to 14th of April. Figure from Paper vi.
3.6 Summary of Key Findings

» The inclusion of greenhouse gas emissions provides an additional criterion when evaluating control/operational strategies in a wastewater treatment plant (WWTP), offering more knowledge about the overall “sustainability” of plant control/operational strategies.

» Results from simulations of different control strategies show the trade-offs that can arise. For example, the energy-related (aeration energy for activated sludge/energy recovery from anaerobic digestion) optimization procedures and the opposite effect that N₂O may have on the overall greenhouse gas emissions of the wastewater treatment plant.

» The importance of considering the water and sludge lines together and their combined impact on the total quantity of greenhouse gas emissions are shown when the temperature regime is modified, the anaerobic digestion supernatant return flows are controlled and the removal efficiency in the primary clarifier is varied.

» The implemented biological process model, together with physical models for the sequencing batch reactor (SBR) and moving bed bioreactor (MBBR) processes, can partly describe the N₂O emission data from the three side-stream treatment case studies. For the two SBR processes, necessary model and parameter adjustments indicate that N₂O production by NH₂OH oxidation was contributing as well. The four-step denitrification model could be used to model accumulation of dissolved N₂O during anoxic conditions in the nitrifying/denitrifying SBR. The N₂O emissions from the studied MBBR anammox process data were satisfactorily simulated by assuming heterotrophic denitrification only.

» The stripping equation in the implemented model may be overly simplified. It results in sharp N₂O gas emission peaks that are not observed experimentally. Furthermore, the dissolved concentrations and off-gas flux of N₂O could not be matched at the same time due to the formulation of the stripping equation. For simulation of full-scale N₂O emission data in general, the retention time of the gas including the measurement devices would probably improve the conclusions that can be drawn regarding N₂O formation pathways.

» The model was calibrated to a measured N₂O emissions from a real plant, the Käppala WWTP in Lidingö, Sweden. The calibration shows that the model is suitable for this conventional municipal treatment process under current operational conditions. However, it is not possible to capture the full dynamics in N₂O production and emissions seen in the data. From this fact it is concluded that a model describing autotrophic and heterotrophic denitrification N₂O production only is not sufficient. Additional production pathways need to be considered.
Although the observations are WWTP specific, the practical use of the developed tools is demonstrated and the model framework can also be applied to other systems.
Chapter 4

Aeration System Modelling

This chapter summarises the development of an aeration system model for evaluating airflow and energy performance of aeration in the Benchmark Simulation Model platform. Three case studies are presented from Paper iii, supplemented with results from Arnell et al. (2013) and some previously unpublished results for two of the cases.

4.1 Introduction to Aeration System Modelling

At wastewater treatment plants several unit processes require forced aeration of tanks for various purposes. Air is used in grit chambers for increasing the removal efficiency of heavy particles, in pre-aeration tanks for oxidation of odorous compounds and in dissolved air flotation systems to improve buoyancy (Metcalf and Eddy, 2014). But most of all, aeration is used in aerobic biological treatment units to supply oxygen for oxidation of organic matter and nitrogen. Aeration of secondary biological treatment, such as activated sludge, is facilitated by a low pressure compressed air system. The basic components of the system include (Figure 4.1a):

» blower units of various kinds, including internal control systems;
» an air distribution system including pipings with bends, fittings, contractions and other obstructions;
» valves, sensors, instruments and other related equipment for control; and
» aerators/diffusers.

It has been shown in many studies that aeration is one of the most energy consuming processes at wastewater treatment plants (WWTPs), commonly accounting for 40-60% of the
total electrical power demand (Olsson, 2012b; Reardon, 1995; Lingsten et al., 2013). Therefore, aeration comprises one of the major operational costs for any WWTP with secondary biological treatment facilitating nitrification. Due to the major cost, the aeration system has been the main focus for automatic control over the last 40 years or so (Olsson, 2012a; Åmand et al., 2013). Naturally, also the modelling community has engaged in the optimisation of aeration efficiency. For that purpose, various aeration system models have been presented. Modelling of aeration systems implies including a sub-model for the mechanical components providing air to the activated sludge system and further, to model the oxygen transfer from air to liquid. The principal layout of a submerged pressurised aeration system is sketched in Figure 4.1a.

Which parts of the aeration system that need to be modelled depends on the intended use of the model. Generally, there are three levels: i) predicting airflow and improve understanding – only airflow needs to be modelled (Paper iii), ii) evaluating control strategies and calculating power requirements – the main components of the entire system needs to be modelled (Arnell et al., 2013; Rieger et al., 2006; Alex et al., 2002; Sniders and Laizans, 2006), and iii) designing aeration systems including sizing blowers, air distribution, controller tuning, etc. – the whole actual system needs to be included in detail (Beltrán et al., 2013; Crosby et al., 2010). A schematic model structure for an aeration system can be seen in Figure 4.1b. In addition to the model of the physical aeration system it may in some cases be important to add a cost model (i.e. for electrical power). This should reflect the tariffs’ construction with time dependency, peak tariffs, etc. (Aymerich et al., 2015). Depending on purpose the approach can vary. For Levels i and ii it is feasible to use the backwards calculations sketched in Figure 4.1b. For the more complex tasks at Level iii a forward modelling approach – better describing the real plant situation, where air is pushed into the reactors – may be required.
4.2 Including an Aeration Model in BSM

The Benchmark Simulation Model (BSM) platform is a generic modelling platform originally developed to compare control strategies on an objective basis. As energy consumption has grown increasingly important, a more detailed aeration model than just the default volumetric mass transfer coefficient (\(K_La\)) of oxygen supply, is required (Gernaey et al., 2014). Since the BSM plant layout is a fictive construction intended to be comparable but not identical to any conventional WWTP, designing a full aeration system in detail was not considered meaningful. Consequently, for the purpose of BSM the backwards modelling principle sketched in Figure 4.1 was selected. In this section, the model implemented in BSM and used in parts for Papers iii and vi and Arnell et al. (2013) is described.

4.2.1 Oxygen Transfer Model

The consumption of oxygen in the biological reactors is well described by the biokinetic models as a reaction term in the differential equations for aerobic biomass growth. Applying the two-film theory (Whitman, 1962) for mass transfer of oxygen from gas phase to bulk liquid, the oxygen transfer can be calculated by the equation from Lewis and Whitman (1924),

\[
\frac{dS_O}{dt} = K_La(S_{O,sat} - S_O) - r_M
\]  

(4.1)

where,

- \(S_O\) is the dissolved oxygen (DO) concentration in the reactor [g.m\(^{-3}\)];
- \(K_La\) is the volumetric mass transfer coefficient in the liquid phase [d\(^{-1}\)];
- \(S_{O,sat}\) is the saturation concentration for DO in the liquid phase [g.m\(^{-3}\)];
- \(r_M\) is the rate of consumption of oxygen in the system [g.m\(^3\).d\(^{-1}\)].

Equation (4.1) can be used to calculate the required \(K_La\) to maintain a desired DO concentration. To calculate the airflow required to reach this mass transfer the aeration devices, such as diffusers, sliced tubes or other equipment releasing air in the tanks, need to be considered. Depending on the design – leading to different bubble characteristics – the oxygen transfer rate will be different. The difference depends on the interfacial velocity gradient between the air inside the bubble and the bulk liquid, which increases with bubble size (Rosso et al., 2008). The oxygen transfer efficiency of aeration devices is measured by standardised tests (ASCE, 2007) reporting the efficiency in clean water under standard conditions (STP: 20 °C, DO = 0 g.m\(^{-3}\), atmospheric pressure). This is called standard oxygen transfer efficiency (SOTE, %). SOTE for fine pore diffusers is typically varying with design configuration – i.e. submersion depth and floor coverage – and airflow, see example in
Figure 4.2: Profile over the standard oxygen transfer efficiency (SOTE) for a membrane diffuser disc (black markers) with polynomial fit (blue line) against the airflow through the diffuser ($Q_g$). Figure from Arnell et al. (2013).

Figure 4.2. Furthermore, the contaminants in wastewater are affecting the oxygen transfer (Rosso and Stenstrom, 2006; Amerlinck et al., 2016). The rate limiting effects of oxygen transfer in wastewater are lumped into the $\alpha$-factor, which is calculated as:

$$\alpha = \frac{K_{L,a_{ww}}}{K_{L,a_{cw}}}$$  \hspace{1cm} (4.2)

where $K_{L,a_{ww}}$ and $K_{L,a_{cw}}$ are the volumetric oxygen transfer coefficients for wastewater and clean water, respectively (Metcalf and Eddy, 2014). The suppression of oxygen transfer is caused by surfactants, which attach to the bubble as it rises and affect both the bubble size and the oxygen transfer rate. This phenomenon is more pronounced for fine bubble aeration systems since coarse bubbles cause higher turbulence (Rosso and Stenstrom, 2006). The oxygen transfer efficiency for diffused aeration systems is known to deteriorate even further over time. This is due to scaling and fouling of diffusers by biofilms and inorganic salts (in the following referred to as fouling, $F$). Fouling changes the diffuser’s characteristics in terms of bubble size but also increases the pressure drop over the diffuser. The formation of fouling is site-specific but is commonly seen within two years of operation of an aeration system (Kaliman et al., 2008). The salinity of the wastewater also affects the solubility of oxygen, i.e. $S_{O,sat}$, in relation to clean water as:

$$\beta = \frac{S_{O,sat,ww}}{S_{O,sat,cw}}$$  \hspace{1cm} (4.3)

where, $S_{O,sat,ww}$ and $S_{O,sat,cw}$ are the oxygen saturation concentrations for wastewater and clean water, respectively.

Given specific equipment with corresponding SOTE-profile and process water conditions, the $K_{L,a}$ to airflow, can be calculated. Various expressions have been suggested, from simple empirical input-output relations (Makinia, 2010; Olsson and Newell, 1999; Lindberg, 1997)
over empirical models including selected information about the system (Dold and Fairlamb, 2001; Johnson and McKinney, 1994) to mechanistic models with only physical and measurable system-specific parameters (Beltrán et al., 2013; Metcalf and Eddy, 2014). In Beltrán et al. (2013) the proposed equation is:

\[
K_L a = \alpha \cdot F \cdot (\theta^{T-20}) \cdot \frac{SOTE_{STP} \cdot x_{O2} \cdot M_{O2} \cdot \rho_{g,STP}}{V_L \cdot M_g \cdot \delta \cdot S_{O,sat,STP}} \cdot Q_g
\] (4.4)

\[
S_{O,sat} = \tau \cdot \Omega \cdot \beta \cdot \delta \cdot S_{O,sat,STP}
\] (4.5)

where,

- \(\alpha\) is the oxygen transfer correction factor for wastewater [-];
- \(F\) is the fouling factor for the diffusers [-];
- \(\theta\) is the temperature correction factor, a value of 1.024 is used [-];
- \(T\) is the operating temperature [°C];
- \(SOTE\) is the standard oxygen transfer efficiency as function of submersion depth \((h_{sub})\) and airflow. Calculated by fitting a polynomial to manufacturer data, Figure 4.2 [-];
- \(x_{O2}\) is the oxygen mole fraction for dry gas [-];
- \(M_{O2}\) is the molar mass for oxygen [g.mol\(^{-1}\)];
- \(\rho_{g,STP}\) is the density of air at standard conditions [g.m\(^{-3}\)];
- \(V_L\) is the aerated tank volume [m\(^3\)];
- \(M_g\) is the molar mass for air [g.mol\(^{-1}\)];
- \(\delta\) is a correction factor for liquid column pressure [-];
- \(S_{O,sat,STP}\) is the saturation concentration for DO in the liquid phase at standard conditions [g.m\(^{-3}\)];
- \(Q_g\) is the flow rate of air [m\(^3\).d\(^{-1}\)];
- \(\tau\) is the correction factor for temperature at the gas-liquid interface [-];
- \(\Omega\) is the correction factor for actual barometric pressure [-];
- \(\beta\) is the correction factor for saturation concentration in wastewater [-].

### 4.2.2 Modelling Air Distribution

If a specific aeration system is of interest (or assumed) it can be piecewise modelled from all its components (Crosby et al., 2010; Beltrán et al., 2011). Referring to Figure 4.1 and assuming that the airflow has been modelled, the whole distribution system to the blower head can be described by Bernoulli’s equation, with the pressure losses approximated by the modified Darcy-Weisbach equation (Metcalf and Eddy, 2014). Thereby the pressure losses for every component in the system (pipes, bends, valves and fittings) are summed up and added to the static pressure.
For the purpose of the aeration system model in BSM, simplifications of this approach were made. Since a major part of the total pressure drop arises from the aeration device, in order to ensure an even air distribution in the basin – 90% of the total pressure drop according to USEPA (1989) – the air diffusers are the most important part for an accurate model. That means that the remaining part of the distribution system can be simplified and generalised without losing too much accuracy. Alex et al. (2002) have proposed an approach where the piping, including fittings, etc., are lumped into elements of equivalent resistance. The modelled variables are temperature, pressure and airflow. The most important parts, i.e. blowers, control valves and air diffusers, are still described separately in the model by fitting polynomials to manufacturers’ data of pressure drop to airflow. An example for a specific diffuser is shown in Figure 4.3. Only diffusers and blowers have been included in the case studies performed in this work.

4.2.3 Blower Models

There are many types of blowers. The two main types are positive displacement type blowers (PBs) and turbo type blowers (TBs). The main difference between the two types, from a control perspective, is that PBs delivers a constant airflow depending primarily on blower speed and less on head pressure, whereas TBs airflow is highly dependent on head pressure. Apart from that there are also significant differences in characteristics like efficiency (TBs are generally more effective), control range, control options, response time to control actions, etc. Moreover, blowers are often custom designed by manufacturers for clients. Various modelling approaches have been proposed (Amerlinck et al., 2016; Beltrán et al., 2013; Crosby et al., 2010; Alex et al., 2002). The expression from Beltrán et al. (2013) was selected.
for implementation in BSM for TBs with low compression ratios,

\[ P_{e,TB} = \frac{p_{g,i}}{\eta \cdot M_{g,i} \cdot (\kappa - 1)} \cdot \left[ \left( \frac{p_{g,o}}{p_{g,i}} \right)^{1 - \frac{1}{\kappa}} - 1 \right] \cdot \frac{p_{g,i,\text{STP}} - \phi_{i,\text{STP}} \cdot p_{v,i,\text{STP}}}{p_{g,i} - \phi_{i} \cdot p_{v,i}} \cdot \frac{T_{g,i}}{T_{g,i,\text{STP}}} \cdot Q_{g,\text{STP}} \] (4.6)

where,

- \( P_{e,TB} \) is the total power withdrawal for a TB [W];
- \( p_{g} \) is the air absolute pressure [Pa];
- \( R \) is the molar gas constant [Pa.m\(^3\).mol\(^{-1}\).K\(^{-1}\)];
- \( T_{g} \) is the air temperature [K];
- \( \kappa \) is the adiabatic coefficient of air [-]; and
- \( \eta \) is the overall blower efficiency [-] calculated for each operating point;
- subscripts \( i \) and \( o \) refer to blower inlet and outlet, respectively; and
- remaining variables are defined for Equation (4.4).

The total airflow supplied to the AS reactors is corrected for the blower inlet conditions in the second part of Equation (4.4) where,

- \( p_{g,i} \) barometric pressure [Pa];
- \( \phi \) is relative humidity [-];
- \( p_{v,i} \) vapour pressure [Pa]; and
- \( T \) temperature [K].

PBs have to be modelled quite differently. Most commercial software packages include some simple model for the power consumption of PBs. All the equations found by the author were empirical to some extent, including the fitting of some relation to manufacturers’ data. For the work in Arnell et al. (2013), a PB model based on manufacturers’ data (Figure 4.4) with additional efficiency corrections was used,

\[ P_{e,PB} = \frac{P_{e,\text{shaft}}}{\eta_{\text{motor}} \cdot \eta_{\text{vfd}}} \] (4.7)

where,

- \( P_{e,PB} \) is the total power consumption for a PB [kW];
- \( P_{e,\text{shaft}} \) is the shaft power requirements, from polynomial fit of manufacturers’ data in relation to airflow [kWh.d\(^{-1}\)];
- \( \eta_{\text{motor}} \) is the motor efficiency [-];
- \( \eta_{\text{vfd}} \) is the efficiency of the variable frequency drive [-].
4.3 Case Studies on Aeration Modelling

The aeration system model described (Section 4.2) was applied in three case studies presented in Paper iii. The three WWTPs were Käppala WWTP, Lidingö, Sweden (WWTP 1), Ekeby WWTP, Eskilstuna, Sweden (WWTP 2) and Linköping WWTP, Linköping, Sweden (WWTP 3). Key data on plant loads, dimensions and aeration system designs are given in Paper iii, Table 1. The overall results on calibrated airflows are given in Paper iii, Figure 3 and Table 2. In the following three subsections, some details from the three case studies are presented together with selected results and discussion of key aspects related to the aeration model. It should be made clear that the aeration system modelling was integrated in a larger water-train or plant-wide model in all three cases. The main objective of the models was generally not to specifically evaluate the aeration system but rather general treatment efficiency related questions.

4.3.1 Käppala WWTP

The main purpose of the Käppala WWTP case study was to implement and evaluate the full modelling tool developed in this project and presented in Paper vi (see Chapter 6 and Paper vi for plant layout and details on the plant-wide model). In the following section, the details of the aeration systems modelling from Paper iii will be discussed.

The AS unit at Käppala was designed in five parallel lines with identical design and common pumping of return activated sludge (RAS). The DO control in the five lines differed as line one to three had a controller design providing a tapered and decreasing airflow along the aerated zones based on two DO measurements (Åmand, 2014). Lines four and five were upgraded with an ammonium feed-back control. The strategy was based on individual DO
measurements in the four aerated reactors in each activated sludge line and measurements of effluent NH$_4^-$-N after the secondary settlers. An upgrade of all lines to the ammonium feedback control was planned and the load was assumed equal to all lines. Consequently, the five AS reactors were for the purpose of this project modelled as one and the ammonium feedback control was applied for the entire activated sludge system. Fine pore diffusers (Sanitaire Silver Series II) for aeration of swing- and aerated zones are mounted at the bottom of the quite deep, 10 m, AS reactors. Basic data on the plant and aeration system is given in Paper iii, Table 1.

For the purpose of the modelling study, only the oxygen transfer was modelled for Käppala WWTP using Equations (4.1), (4.4) and (4.5). A 3$^{rd}$ degree polynomial was fitted to the SOTE profile for the diffusers, Figure 4.5. No off-gas measurements were available for estimating actual $\alpha$ or fouling factors. The combined $\alpha F$ was – after consultation with the diffuser manufacturer – assumed to be 0.8. The distribution system was not modelled in this case and the specific aeration power consumption was calculated using a static case-specific factor of 0.025 kWh.Nm$^{-3}$ (Arnell et al., 2016b). The resulting airflow profile is shown in Figure 4.6. On an average the fit of the total airflow to data was acceptable for the purpose of the model. The deviation was 4.4%, which was the best out of the three case studies in Paper iii. Looking at a 7-day profile (Figure 4.6, right), the behaviour matches well the real plant (see Paper ii for goodness of fit estimates). It is evident from the full-year simulation results (Figure 4.6, left) that the simulated airflow is smoother than the data. This may be explained by the fact that the real plant only has the advanced ammonium feed-back DO control with four DO sensors in two out of five parallel lines. In the model, ammonium feed-back control was used for the whole volume.
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**Figure 4.6**: Total airflow (\(Q_g\)) at Käppala WWTP. Full-year simulation (left) and 7-day selection (right). Data (black markers) and model fit (blue line). The time represents simulation days, where 245 corresponds to 1\(^{st}\) January and 513 corresponds to 24\(^{th}\) October. Part of Figure 3, Paper iii.

4.3.2 Eskilstuna WWTP

The water utility *Eskilstuna Strängnäs Energi och Miljö* ordered a modelling study to evaluate alternatives for improved nitrogen removal at the Ekeby WWTP in Eskilstuna, Sweden. Independent from this, according to the maintenance plan, a renewal of the diffusers in the AS reactors were at the time for the project already contracted. The existing diffusers Nopon PIK 300 were to be changed to Åtek iDISC 260. Therefore, as an additional part of the modelling project, the aeration model implemented in BSM was used to simulate the performance of the two diffuser installations. These results have not been publicly published before.

The modelled plant layout of the water train of Ekeby WWTP is shown in Figure 4.7 (top). The three parallel activated sludge reactors are very long and narrow and show a pronounced plug-flow behaviour, Figure 4.7 (bottom). Investigating the hydraulics applying the principles of Fujie et al. (1983) indicated that no less than 34 tanks in series were required to describe the hydraulic behaviour. Even if less reactors would probably have been sufficient for the purpose of the model, this number quite well suited the physical sectioning of the tanks and was therefore used. The aeration system is a fine pore bottom aeration system with circular discs and rubber membranes. The diffusers are evenly distributed in four sections with a tapered and decreasing diffuser density along the reactor length. Furthermore, the final anoxic zones have diffusers and are used as swing zones during the cold season, with a constant airflow. The diffusers are supplied with air from two turbo-type blowers in parallel. The DO in the four aerated zones are controlled by two PI-controllers. The first controller manipulates the airflow to the first two zones based on measurements of DO about \(\frac{1}{4}\) into the aerated zones and the second manipulates the airflow to the two final
zones based on DO measurements just prior to the effluent of the activated sludge reactor. The set-point for the first DO controller is 2.25 g.m\(^{-3}\) and for the second 2.5 g.m\(^{-3}\). For the purpose of comparing performance of the two different diffuser installations only the oxygen transfer model, Equation (4.4), was used. The SOTE curves for the two diffusers were retrieved from the manufacturers and 3\(^{rd}\) degree polynomials were fitted to the data. Figure 2 in Paper iii (middle) exemplifies the SOTE curve for the Nopon membranes. The SOTE for the Atek iDISC 260 is about 2 % higher at the same depth and diffuser density.

At the time when the nutrient removal process, using a selector for treating the AD supernatant, was designed and built at Ekeby WWTP the \(\alpha\) values were measured. The results turned out higher than for conventional Ludzack-Ettinger configurations, which is coherent with later work by Rosso et al. (2008). No recent measurements were available and considering the quite aged aeration system a lumped \(\alpha F\) factor was assumed. According to theory in the cited work the \(\alpha\) should increase along the reactor and a tapered setting of \(\alpha F\) along the model reactors were used, i.e. \([0.5, 0.4, 0.6, 0.85, 0.95]\) from swing zones and though the aerated zones. For the new diffusers the lower values were assumed to be 20 % higher in absence of fouling effects, i.e. \([0.6, 0.48, 0.72, 0.85, 0.95]\).

Simulation results for the two diffuser installations are shown in Figures 4.8 to 4.10. The required airflows to reach the DO set-points are about 25 % lower for the new Atek diffusers compared to the old Nopon membranes, Figure 4.8. Since the DO concentration is
controlled this makes little difference on the simulated $S_0$ concentration (Figure 4.9) but saves energy. This saving is related to the slightly higher SOTE for the Atek membrane but even more to the assumed fouling of the Nopon diffusers. However, fouling will in due time also show on any new diffusers (Kaliman et al., 2008). A result affecting the treatment efficiency is that the higher simulated aeration efficiency for the Atek diffusers gives significantly higher DO concentration in the swing zones when aerated during winter, Figure 4.10.

The calibration of the airflow to available daily averages reported in Paper iii, Figure 3 and Table 2, was successful for the intended purpose of the model. However, the plant is affected by events of severe nitrification failure during winter that the model was not capable of capturing. This is not a shortfall of the aeration model but rather the AS model set-up and ASM1 implementation.

### 4.3.3 Linköping WWTP

The Linköping WWTP operated by *Tekniska Verken in Linköping* were facing new stricter effluent requirements and a forecasted load increase. A modelling project was conducted to investigate possible changes of the control and configuration of the processes for improved nitrogen removal and possible expansion with another AS block to cope with the higher load.

A plant-wide model was built, Figure 4.11. There were three parallel AS blocks at the plant, all with individual secondary clarifiers and sludge systems. Since the blocks had different loads, reactor sizes and dimensions, they were modelled separately. However, the parallel lines within each block (eight in total) were modelled as one. All three blocks had sub-
merged fine pore aeration with circular membrane discs, Sanitaire Silver Series II diffusers. The three AS blocks were supplied with air from five lobe-rotor (PB type) blowers. Due to varying depth between the AS blocks the air supply system was split into two pressure zones. For DO control each AS line was split in two legs (natural partitioning since the tanks were U-shaped). A cascade controller design featured firstly PI controllers manipulating air-supply valve position based on DO measurements in each reactor (individual DO measurements about ⅓ into the reactor) and, secondly, controllers manipulating blower speed based on in-line pressure. On top of that an over-arching control manipulated the DO set-point based on measurements of NH₄-N and NO₃-N at the end of two master-lines. This facilitated both intermittent aeration allowing for denitrification and nitrification in-

Figure 4.9: Simulated dissolved oxygen concentrations (SO) in the AS reactors for the two diffuser types: Atek iDISC IDA-260 (left) and Nopon PIK 300 (right). Lines represent DO in model reactor OX 1 (blue), OX 3 (red), OX 6 (yellow), OX 10 (purple), OX 15 (green), OX 20 (light blue). The time represents simulation days, where 282 corresponds to 10th October.

Figure 4.10: Modelled dissolved oxygen concentrations (SO) near the end of the anoxic swing zones during an aerated period during winter. A constant airflow (Qg, green, right y-axis) is resulting in different SO for the two diffusers Atek (blue, left y-axis) and Nopon (red, left y-axis). The time represents simulation days, where 498 corresponds to 6th February.
Figure 4.11: Plant layout for the Linköping wastewater treatment plant model.

The plant-wide model was developed in steps as the aim of the modelling evolved. In the first step, the standard BSM2 influent profile was used as basis for the influent characterisation. This since no data was available for short-term (hour, day, week) calibration; the model was rather calibrated on annual and seasonal averages. All three components of the aeration system were modelled, following the principles outlined in Section 4.2. The oxygen transfer rate was modelled by Equations (4.1), (4.4) and (4.5) by fitting 3rd degree polynomials to SOTE data from the manufacturer of the diffusers. This was done independently for the activated sludge blocks with different depths, see example in Paper iii, Figure 2. The pressure in the air distribution system was also modelled. A linear model was fitted to data for the dynamic wet pressure of the diffusers, Figure 4.3. Together with the static head pressure – according to the submersion depth – the aeration system pressure was in agreement with data (not shown). This means that the aeration system design is consistent with the recommendations in USEPA (1989), i.e. the diffusers make up the major part of the pressure total drop in the system. Pressure drops in pipings and valves were not modelled. Given the fact that PBs were used, the modelled pressure in the air distribution system was not used. The blower station was instead modelled using Equation (4.7) and the polynomial fit is shown in Figure 4.4. The five blowers were modelled individually and a look-up table principle was used to mimic the plant strategy for stepwise changing the number of operating blowers in the two pressure zones.

Figure 4.12 shows the simulated concentration profiles for DO, NH₄-N and NO₃-N in one of the AS reactors for one day. One of the key findings at this stage of the plant modelling...
Figure 4.12: Concentrations of dissolved oxygen (blue), NH$_4$-N (red) and NO$_3$-N (yellow) at the end of activated sludge block no. 1. The time represents simulation days, where 350 corresponds to 13th October.

was that the periodic DO dips, seen in the second half of Figure 4.12, could be explained by limitations in the air supply. This was something the plant operators had not been able to explain without the simulation results. This insight initiated an up-grade of the aeration system at the plant.

Simulations were performed to compare three aeration control strategies:

i. the default control regime based on intermittent aeration and ammonium/nitrate feedback;

ii. constant aeration with DO control; and

iii. constant aeration using ammonium feedback control according to Åmand et al. (2013).

The results in Figure 4.13 and Table 4.1 – also presented in Arnell et al. (2013) – show that Strategy iii is the most favourable one with respect to energy consumption and overall effluent quality, measured as EQI. The energy use for Strategy iii is only 71% of that for Strategy i. Moreover, the effluent NH$_4$-N is 1.3 g.m$^{-3}$ compared to 3.2 g.m$^{-3}$ for the default strategy. Evaluating effluent NH$_4$-N Strategy ii is actually best since the NH$_4$-N set-point for Strategy iii was set to 2.5 g.m$^{-3}$. However, taking into consideration that the permit allows for 3.5 g.m$^{-3}$ effluent NH$_4$-N but only 10 g.m$^{-3}$ TN means that Strategy i solely manages the TN limit by utilising the redundant volumes from the elevated NH$_4$-N concentration in the best way for denitrification. However, the effluent TN is close to 10 g.m$^{-3}$ also for Strategy iii and it cannot be excluded that this strategy could be further optimised to manage the effluent standards.

In a further investigation, the model was upgraded with an influent characterisation using the real plant influent profile, following the principles outlined in Åmand et al. (2016). This
Table 4.1: Simulation results for three control strategies for the aeration of the activated sludge reactors at Linköping WWTP. Strategy i is intermittent aeration with ammonium and nitrate feedback, Strategy ii is fixed set-point DO control and Strategy iii is ammonium feedback control (Arnell et al., 2013).

<table>
<thead>
<tr>
<th>Evaluation Criteria</th>
<th>Control Strategy</th>
<th>i</th>
<th>ii</th>
<th>iii</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH₄-N [g.m⁻³]</td>
<td></td>
<td>3.2</td>
<td>0.71</td>
<td>1.3</td>
</tr>
<tr>
<td>TN [g.m⁻³]</td>
<td></td>
<td>8.9</td>
<td>17.3</td>
<td>10.4</td>
</tr>
<tr>
<td>EQI [kg pollutant.d⁻¹]</td>
<td></td>
<td>12 300</td>
<td>13 900</td>
<td>11 200</td>
</tr>
<tr>
<td>Aeration energy [kWh.d⁻¹]</td>
<td></td>
<td>5 300</td>
<td>5 200</td>
<td>3 800</td>
</tr>
</tbody>
</table>

Figure 4.13: Simulation results for the three evaluated control strategies: Intermittent aeration (blue line); fixed set-point dissolved oxygen control (red); and ammonium feedback control (yellow). Effluent ammonium (left) and aeration energy consumption (right). The time represents simulation days, where 245 corresponds to 1st July.

allows for comparison with plant data on a short-term basis. Results are presented in Paper iii, Figure 3 and Table 2.

4.4 Summary of Key Findings

» A model structure with backwards calculation of the quantities in the aeration system was found to be appropriate. Relationships for the various parts, from oxygen transfer to blowers, were selected and implemented in the Benchmark Simulation Model platform.

» The model was tested in three real plant case studies. It proved to be simple and robust. Acceptable accuracy were reached for all three cases by simple adjustments of mainly polynomials for the standard oxygen transfer efficiency and airflow limitations. Limiting the air supply to actual values was shown to be critical in dynamic simulations.

» The results emphasise the importance of modelling the aeration system beyond just input of the volumetric mass transfer coefficient ($K_La$) for oxygen. Airflow is a crit-
ical variable for evaluating air consumption, aeration energy consumption and for communicating simulation results to utility staff. Including a blower model allows for assessing dynamics in power consumption.
Chapter 5

Modelling Anaerobic Co-Digestion in Plant-Wide Models

This chapter addresses the energy recovery at wastewater treatment plants through anaerobic digestion. Co-digestion of sewage sludge together with other organic substrates is an emerging practice, which needs to be included in versatile modelling tools. The implementation of co-digestion in Benchmark Simulation Model no. 2 is described along with methods for estimation of substrate dependent parameters and characterisation of substrate in model state variables. Results from the simulation studies in Papers IV and V are briefly presented.

5.1 Energy Recovery Through Anaerobic Digestion

Apart from optimising the major energy consuming processes at wastewater treatment plants (WWTPs), the key to an improved energy balance at treatment plants is to recover energy from the influent wastewater. As described in Section 2.2, the influent wastewater contains energy primarily in three forms: thermal, calorific in organic compounds and calorific in inorganic compounds. Recovering energy from organics through anaerobic digestion (AD) of internal sludges – such as primary and secondary (waste activated) sludges – is the most applied option in practice. Several studies have reported that production of biogas (the raw gas from digesters) containing energy-rich biomethane provides an opportunity for WWTPs to become energy neutral (Gao et al., 2014; Frijns et al., 2012; Hofman et al., 2011; Jenicek et al., 2012). This fact have increased the interest in optimising the digestion process for increased biogas production (Strömberg, 2015; Lingsten, 2014; Jenicek et al., 2012). If capacity is available there is an opportunity to further increase the gas production by adding external or internal organic substrates (called co-substrate) directly to
the digester. The organic matter in the co-substrate is partially degraded in the AD process and converted to biogas. However, in the degradation also nutrients are mobilised and recirculated to the water train via AD supernatant. Typically this internal load – if not treated separately – makes up 10 to 20% of the influent total nitrogen (TN) to a WWTP. At WWTPs without chemical precipitation, i.e. Bio-P plants, also total phosphorus (TP) is mineralised and recirculated. Therefore, one of the key factors for succeeding with anaerobic co-digestion (AcoD) is to select suitable co-substrates and a good feed strategy (Nordell and Wiberg, 2013). Co-substrate characteristics and applicability have been extensively reviewed by Mata-Alvarez et al. (2014). Ideally, co-substrates have a high methane potential, minimum impact on residual solids production and a nutrient composition suitably balanced for the host WWTP (Nordell and Wiberg, 2013). Generally, this means that co-substrate characteristics will differ from those of WWTP sludges in terms of composition and degradation kinetics. While there are a large number of potential co-substrates suitable for digestion at WWTPs, local substrate availability and transport costs will constrain the options for individual plants.

Many digestion facilities at WWTPs are under-utilised. Commonly, the organic loading rate (OLR) is well below what is known to be feasible and the dilute sludge feed occupies unnecessary large volumes (Lundkvist, 2005). However, the current operations can with proven measures, such as thickening of feed sludge, improved mixing and stable heating, be optimised (Thunberg et al., 2013; Jenicek et al., 2012). Such measures not only improve the digester stability but usually increase the hydraulic retention time (HRT) in the reactor. If, which is usually the case for mesophilic ADs, the HRT is above approximately 25 days the digester can be considered to have redundant volumes. With low OLR and redundant volume, a utility can utilise this resource by applying anaerobic co-digestion (AcoD) (Batstone and Virdis, 2014; Mata-Alvarez et al., 2014). Co-digestion is defined as digestion of co-substrates together with the primary substrate, which at WWTPs are the internal sludges. Co-substrates can be internal, such as fat from grease traps, or external, such as food industry wastes or other non-polluted organic wastes (Mata-Alvarez et al., 2014, 2011). In many parts of the world AcoD is an emerging practice (Lingsten, 2014; Mata-Alvarez et al., 2014).

5.1.1 Digestion Modelling in BSM2

The digester in Benchmark Simulation model no. 2 (BSM2) is a traditional continuously stirred tank reactor with a volume of 3,500 m$^3$ (3,400 m$^3$ liquid volume). The default operational strategy gives a hydraulic retention time of about 19 days. Temperature compensation of model parameters are fully implemented according to Batstone et al. (2002), which means that the digester model could be operated in the entire mesophilic range without
recalculating parameter values. As default the AD operates at mesophilic temperature of 35°C. With parameter adjustments modelling of thermophilic digestion is also possible.

In the original Anaerobic Digestion Model no. 1 (ADM1), particulate substrate is fed to the digester model as particulate composite material ($X_c$). This acts as a pool for all particulate organic material including dead biomass. The first process of ADM1 is the disintegration step, describing the breakdown of $X_c$ into carbohydrates ($X_{ch}$), proteins ($X_{pr}$), lipids ($X_{li}$) and inerts ($X_I$). This step was included to model the extracellular and non-biological processes, like lysis and decomposition of complex materials. The disintegration is modelled by first-order kinetics dividing $X_c$ into $X_{ch}$ (30%), $X_{pr}$ (30%), $X_{li}$ (30%) and $X_I$ (10%). The second process of ADM1 is hydrolysis of $X_{ch}$, $X_{pr}$ and $X_{li}$ into small soluble compounds, i.e. monosaccharides ($S_{stu}$), amino acids ($S_{aa}$) and long chain fatty acids (LCFA, $S_{fa}$). This is also modelled by first-order kinetics with individual rate parameters.

The implementation of ADM1 in BSM2 is consistent with the original description by Batstone et al. (2002) to a great extent (Arnell et al., 2016a; Arnell and Åmand, 2014). One significant exception is, however, the degradation of particulate substrates in the digester. An interface is needed to convert the ASM1 state variables into the corresponding ADM1 ditto (Nopens et al., 2009). In the interface, all COD in the feed are converted directly into $X_{ch}$, $X_{pr}$, $X_{li}$ and $X_I$ rather than $X_c$. This allows for an adapted composition depending on substrate and separates feed from dead biomass. The disintegration step is kept only for dead biomass. However, since the disintegration step is rate limiting with the default ADM1 parameters, the hydrolysis rate coefficients need to be adjusted accordingly to get a realistic degradation rate. This adjustment is not done in the standard BSM2 parameterisation, leading to a too effective digestion process, which overestimates capacity and gas production in the digester. In the present work, estimation of hydrolysis rate coefficients from many batch experiments on various sludges and substrates have been made, presented in Paper iv and Arnell and Åmand (2014). A suggestion for an updated default hydrolysis rate coefficient of mixed sludge is presented.

Not many studies on integration of AcoD in plant-wide wastewater treatment plant models have been presented (Razaviarani and Buchanan, 2015). Key aspects of such a model is flexibility to model common substrates and feed strategies, ability to evaluate both energy recovery and plant-wide effects on the treatment plant and compatibility with practical characterisation procedures.
5.1.2 Modelling Anaerobic Co-Digestion

There are several studies on modelling of anaerobic co-digestion at stand-alone digestion systems using ADM1, based on various approaches. The task includes both substrate characterisation and integration of multiple substrates in the model feed. The simplest approach is to characterise the actual feed mix, composed of an arbitrary number of substrates, to get the stoichiometric composition of $X_c$, i.e. fractions of $X_{ch}$, $X_{pr}$, $X_{li}$ and $X_I$ (Derbal et al., 2009). This is successful in terms of model prediction but leads to a static model since the substrate mix cannot be varied without repeating the characterisation process, i.e. only simulations with static model inputs are possible. To increase flexibility, Esposito et al. (2008) and Galí et al. (2009) suggest some modifications of ADM1. They implement multiple pools of $X_c$ with individual stoichiometry and degradation kinetics to which specific substrates are associated. This allows for dynamic model inputs but code adjustments are required each time the number of substrates is to be altered.

The most general and flexible method for including AcoD in ADM1, is the general integrated solid waste co-digestion (GISCOD) model (Zaher et al., 2009). Unlike the above examples, this approach uses the ADM1 formulation of BSM2, i.e. feeding particulate substrates as $X_{ch}$, $X_{pr}$, $X_{li}$ and $X_I$, and using $X_c$ only for biomass decay. To keep the hydrolysis for different substrates apart, the GISCOD model virtually separates the hydrolysis step from the remaining processes of ADM1, further explained in Section 5.4. This makes the model flexible for dynamic feeds and easy to adapt when varying the number of substrates.

5.2 Substrate Characterisation

One of the most important aspects for a successful modelling project is characterisation of the substrate feed. In the characterisation both the substrate-dependent biokinetic parameters of the model must be identified, and organic and nitrogen content of the substrates be fractioned into the 26 state variables of ADM1. Since the ADM1 model was published in 2002 several methods for fractionation of substrate COD and TN have been suggested in literature (Kleerebezem and van Loosdrecht, 2006; Zaher et al., 2009; Nopens et al., 2009; Girault et al., 2012; Astals et al., 2013; Jimenez et al., 2015). While some of these methods are comprehensive and provide a detailed feed characterisation, they are also complicated and include analytical methods not commonly used in AD testing. The problem of input characterisation remains a major challenge, as identified in a recent key review of AD modelling, particularly for mixed digesters (Batstone et al., 2015). The feasibility of a characterisation method for engineering purposes is determined by simplicity, transparency, affordability and fit for purpose accuracy.
In Paper v, a detailed method for substrate characterisation is proposed. An input model in two steps was developed to apply AcoD in BSM2 and plant-wide models in general. The input modelling methodology is divided in two steps:

i. a method to estimate the biodegradable part of COD ($f_{d}$, fully correlating to the maximum biomethane potential, $B_0$) and the substrate dependent model parameters, i.e. the hydrolysis parameters ($k_{hyd,i}$) for particulate matter;

ii. a scheme for fractionation of COD and TN into the classification of ADM1 state variables, based on the estimated $f_d$ and basic physico-chemical data of the substrate.

### 5.2.1 Estimation of Substrate Dependent Parameters

Provided the modification of ADM1 in BSM2 – substrate fed as macro molecules rather than composite material – the most important substrate-dependent parameters are the hydrolysis rate coefficients ($k_{hyd,i}$) for $X_{ch}$, $X_{pr}$ and $X_{li}$. The model allows for differentiated hydrolysis rate coefficients for the different molecules but a lumped value is commonly used (Batstone et al., 2009). In the present work, three different methods/models have been evaluated and compared.

The hydrolysis rate for a substrate can be estimated from batch digestion tests, so called biomethane potential (BMP) tests. In a BMP test, the substrate is degraded with excess of inoculum and the produced biogas- and biomethane volumes are measured. The cumulative production curve retrieved is used to calculate the parameters $B_0$, $f_d$ and $k_{hyd}$ (Angelidaki et al., 2009). These parameters are estimated simultaneously by fitting a model to data, using an optimisation routine. In the present work, three different models have been evaluated for estimating $B_0$ [ml CH$_4$.g VS$^{-1}$] and $k_{hyd}$ [d$^{-1}$]. In Paper iv, the following first-order function (Angelidaki et al., 2009; Jensen et al., 2011),

\[
B(t) = B_0 \cdot (1 - e^{-k_{hyd} \cdot t})
\]  
(5.1)

where $B$ [ml CH$_4$.g VS$^{-1}$] is the biomethane production at time $t$ [d], is compared to a Monod-type function proposed by Koch and Drewes (2014),

\[
B(t) = \frac{F_0 \cdot G \cdot k_{hyd} \cdot t}{1 + k_{hyd} \cdot t}
\]

(5.2)

where, $F_0 \cdot G$ [ml CH$_4$.g VS$^{-1}$] is the amount of degradable particulate matter at the beginning of the test converted to volume of CH$_4$. This can be interpreted as the ultimate methane yield of the substrate added but values differ from $B_0$ in Equation (5.1).

As can be seen in Figure 5.1, the two models differ in their principal behaviour. The first-order function reaches a maximum gas production and the rate coefficient, $k_{hyd}$, is corresponding to the time constant of the model, meaning the time it takes for the gas production
to reach 63% of $B_0$. Equation (5.2), on the other hand, continues to increase and does not reach a maximum within the stop time of the BMP test and rather $1/k_{\text{hyd}}$ is interpreted as the half-saturation value, that is the time it takes to reach 50% of $F_0 \cdot G$.

The optimal parameter values were found using an optimisation routine adjusting $k_{\text{hyd}}$ and $B_0$ or $F_0 \cdot G$ according to a selected cost function. The original publications for the models, Angelidaki et al. (2009) and Koch and Drewes (2014), both linearise the respective models and use linear optimisation. The optimisation procedure is thereby simplified. However, the linearisation is also known to increase the errors in the low range of the dataset. The straightforward method for non-linear models is instead to use non-linear optimisation. In Paper iv, the optimisation was performed in MATLAB using the function fminsearch, which runs a simplex search algorithm (Nelder and Mead, 1965). For the optimisation a cost function is needed. The cost function measures the error between the model output ($f(x)$) and data ($n$ data points $y$), which is to be minimised. The most common cost function is the sum of squared errors (SSE),

$$\text{SSE} = \sum_{i=1}^{n} \left( y(i) - f(x(i)) \right)^2 \quad (5.3)$$

Other alternatives have been proposed. In the work by Koch and Drewes (2014), the sum of absolute errors was used with the motivation that it is less sensitive to outliers, which otherwise have a large impact when squared as in SSE. Outliers in the low range of measured data is potentially a problem with the linearised version of Equation (5.2) used by Koch and Drewes (2014) since the reciprocal values, $1/t$ and $1/B_0$, are part of the linearised equation amplifying small values. However, optimisation with the sum of absolute errors is more likely to result in several minima and for the solution to be unstable than with SSE. In Paper iv, the two cost functions were evaluated for both models and results compared. Uncertainty analysis was performed based on the Frequentist’s approach using
For the model evaluation 18 data sets were collected of BMP tests from Swedish and German universities and Swedish WWTPs. The substrates were secondary sludge, mixed sludge, food waste, vegetable waste and “fat, oil and grease” (FOG). More information about the data sets is presented in Paper iv, Table 2.

The resulting parameter estimates are visualised in Figure 5.2. The hydrolysis coefficient estimated with Equation (5.1) ranged from 0.08 to 0.70 d\(^{-1}\). The range for \(B_0\) was 315 to 1010 ml CH\(_4\).g VS\(^{-1}\). This is in the same range as reported elsewhere (Batstone et al., 2009). From the detailed results in Paper iv – comparing both models using the two cost functions with a thorough uncertainty analysis – it was concluded that the first-order function (Equation 5.1) with SSE outperformed the Monod-type function and sum of absolute errors in all combinations for almost all data sets.

In Paper v, estimations of \(B_0\) and \(k_{hyd}\) were also performed from BMP test data. In this work, the full ADM1 model was used to model the dynamic response of the BMP tests. Using the full model provides more realistic estimates if the same model is to be used for implementing the parameters in subsequent simulations. Moreover, using the ADM1 model allows for including the effect of inhibition that some substrates exhibit in mono-substrate BMP tests. In Paper v, a novel inhibition function (\(I_{fa}\)) was implemented for inhibition by LCFA (\(S_{fa}\)) on acetate (\(S_{ac}\)) uptake, as:

\[
I_{fa} := \begin{cases} 
  e^{-2.77259 \left( \frac{(S_{fa} - K_{I,fa,low})}{(K_{I,fa,high} - K_{I,fa,low})^2} \right)} & \text{for } S_{fa} > K_{I,fa,low} \\
  1 & \text{for } S_{fa} \leq K_{I,fa,low}
\end{cases}
\] (5.4)

---

**Figure 5.2:** The outputs \(B_0\) and \(k_{hyd}\) for the 18 data sets using the first-order function model, Equation (5.1). Figure from Paper iv.
Table 5.1: Resulting parameter estimates for three slaughterhouse wastes in Paper v.

<table>
<thead>
<tr>
<th>Parameter\Substrate</th>
<th>Paunch</th>
<th>Blood</th>
<th>DAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_0 ) [ml CH(_4)-g VS(^{-1})]</td>
<td>299</td>
<td>520</td>
<td>1044</td>
</tr>
<tr>
<td>( k_{\text{lyd}} ) [d(^{-1})]</td>
<td>0.125</td>
<td>0.310</td>
<td>0.103</td>
</tr>
<tr>
<td>( K_{I,\text{fa,low}} ) [kg COD.m(^{-3})]</td>
<td>–</td>
<td>–</td>
<td>0.406</td>
</tr>
<tr>
<td>( K_{I,\text{fa,high}} ) [kg COD.m(^{-3})]</td>
<td>–</td>
<td>–</td>
<td>0.714</td>
</tr>
</tbody>
</table>

The function has two additional parameters (\( K_{I,\text{fa,low}} \) and \( K_{I,\text{fa,high}} \)) to be estimated for substrates rich on lipids. The parameter estimation was performed in \textsc{matlab} using the function \texttt{lsqcurvefit} parametrised to use a Levenberg-Marquardt optimisation algorithm (Nocedal and Wright, 2006). The method was applied to three fractions of slaughterhouse waste: paunch, blood and dissolved air flotation (DAF) sludge, each rich on carbohydrates, protein and fat, respectively. The resulting parameters are shown in Table 5.1. The simulated and measured BMP profiles are displayed in Paper v, Figure 3. The fit to data is good for paunch and blood, while it is less accurate for DAF sludge. Thanks to the novel inhibition function for LCFA, the model captures the main process impacts due to LCFA inhibition. This motivates the use of the more complex ADM1 model for parameter estimation in this case.

5.2.2 Substrate Fractionation

Following the first step of the characterisation procedure – parameter estimation – the substrate COD and TN need to be fractionated into the state variables of ADM1. For the most influential state variables – considering relevant output variables, such as gas production, volatile solids (VS) destruction and digestate composition – a sensitivity analysis was performed, see Section 5.3 below.

The fractionation procedure is illustrated in Figure 5.3. The particulate and soluble fractions of COD are calculated using values for filtered COD and the estimated \( f_{\text{fl}} \). For the remaining biodegradable part of particulate COD, proteins and lipids are fractionated into \( X_{\text{pr}} \) and \( X_{\text{li}} \) by converting analysed values into COD, and thereafter the remaining part is assigned to \( X_{\text{ch}} \). This principle, previously also suggested by Galí et al. (2009), is chosen since proteins and lipids are generally easier to analyse than carbohydrates for solid substrates, and still leaves enough degrees of freedom to close the mass balance. For the soluble state variables the volatile fatty acids (VFAs) can be calculated directly from measurements. Assuming the soluble COD is small (<10% of total COD), the state variables for mono-saccharides (\( S_{\text{su}} \)), amino acids (\( S_{\text{aa}} \)) and LCFA (\( S_{\text{fa}} \)) can be fractionated in the same way as their corresponding particulates.
This fractionation procedure is described in detail with explicit equations for all steps and limitations in Paper v. The data requirements to follow the suggested fractionation scheme are: total solids (TS), VS, total COD, filtered COD, VFA (i.e. acetate, propionate, butyrate and valerate), proteins, lipids, total ammonia nitrogen and a BMP test.

The three types of slaughterhouse wastes – paunch, blood and DAF sludge – were fractionated using the proposed methodology. The resulting model feed compositions are presented in Paper v, Table 1. Given the simulation results of the BMP tests the fractionation results were satisfactory.

### 5.3 Sensitivity Analysis

As previously shown by Solon et al. (2015) and Galí et al. (2009), not all of the 26 state variables of ADM1 have equally large impact on the model output variables. To prioritise which state variables that were most important for the purpose of this study, a sensitivity analysis was performed. The sensitivity analysis was made by Monte Carlo simulations of the isolated AD block of BSM2 with varying feed compositions. Evaluation was made on relevant output variables for assessment of plant-wide performance of AcoD, i.e. gas flow.
Figure 5.4: Combinations of $f_{ch}$, $f_{pr}$ and $f_{li}$ for the 3,000 samples used for Monte Carlo simulations in the sensitivity analysis. Figure from supplementary information to Paper v.

(Q$_{gas}$), methane flow (Q$_{CH_4}$), inorganic nitrogen (S$_{IN}$), pH and VFAs. The Monte Carlo simulations were designed following Batstone (2013) using 3,000 influent profiles with varying feed compositions. To the average sludge COD load of 2.4 kg.m$^{-3}$.d$^{-1}$ from BSM2 an additional 8.4 kg.m$^{-3}$.d$^{-1}$ of co-substrate COD was added. The co-substrate normally distributed samples with varying fractions of $X_{ch}$, $X_{pr}$ and $X_{li}$ out of biodegradable particulate COD ($f_{ch}$, $f_{pr}$ and $f_{li}$) were generated using normalised inverted random numbers. The resulting samples of $f_{ch}$, $f_{pr}$ and $f_{li}$ are depicted in Figure 5.4.

The simulations were run for 130 days with constant influent conditions (i.e. steady-state without feed-back effects from the WWTP).

The results were evaluated using principal component analysis (PCA), see Figure 5.5. The variations in the results are explained to 71.5% by Component 1 and 25.2% by Component 2. The variation in Component 1 is positively related to biogas and methane flow and negatively to VFA. Component 2 is mostly influenced by the S$_{IN}$ concentration in the effluent digestate. From Figure 5.5 three distinctive regions are identified.

1. The substrate compositions positive in Component 1 and negative in Component 2 represent a well-functioning digester with low VFAs and good methane production.

2. As the protein content increases the output gradually moves from Region 1 into 11, i.e. negative in Component 1 but positive in Component 2, towards the upper-left corner. These substrate compositions are at, or close to, digester failure as the ammonia
inhibition is gradually increasing (Figure 5.7, second-top middle) along with VFAs leading to decreasing methane production.

iii. The clustered samples negative in both Components 1 and 2 are all high in $X_{li}$ and represent a disruptive digester failure due to LCFA inhibition, where methane production totally stops and VFA increases dramatically leading to total pH inhibition. There is a relatively rapid switch from Region 1 to Region iii due to the threshold nature of inhibition, specifically, when 58% of the co-substrate COD load of 8.4 kg.m$^{-3}$.d$^{-1}$ consists of $X_{li}$, see Figure 5.7 (second-bottom right).

This leads to the conclusion that apart from $f_d$, the two most important input model parameters for digester stability with co-digestion are the fractions determining $X_{pr}$ and $X_{li}$. The results in Figure 5.6 (top left) also show that $X_{ch}$ is relevant for the total gas production, because a higher $X_{ch}$ fraction leads to increased CO$_2$ production, which is coherent with Solon et al. (2015). Moreover, Figures 5.6 and 5.7 reveal that high loads of carbohydrates will lead to pH inhibition subsequent to high VFA production. It is also clear from Figure 5.7 (second-bottom right) that the estimated inhibition parameters for LCFA (Table 5.1) results in a on-off behaviour of the $I_{fa}$ function. As seen, it is in the simulated cases either 1 or 0. This also explains why Region iii, Figure 5.5, is separated from Regions 1 and 11.

### 5.4 Implementing Anaerobic Co-Digestion in BSM2

Anaerobic co-digestion not only leads to higher biomethane production but also has effects on gas composition, digester stability, biosolids production and AD supernatant strength.
These effects can be positive, negative or a combination of both for the overall plant operation. Therefore, simulation studies using plant-wide models are a powerful tool to evaluate co-substrates and digester feed strategies as well as the overall plant impacts.

AcoD was implemented in BSM2 using the GISCOD model introduced in Section 5.1.2. This means that the co-substrates were characterised independently following the procedure presented in Paper v, identifying substrate-dependent parameters and fractionating the COD and TN of the substrates. The ASM to ADM interface for mixed sludge was kept intact. For the model implementation, the hydrolysis reactions were virtually separated...
Figure 5.7: AD inhibitions and corresponding inhibitory compound from the Monte Carlo simulations. From top to bottom the rows depict, $S_{NH}$, ammonium inhibition ($I_{NH}$), $S_{fa}$, $I_{fa}$ and pH inhibition for uptake of acetate ($I_{pH,ac}$). Each state variable is plotted against the fractions of biodegradable COD $f_{ch}$, $f_{pr}$ and $f_{li}$, respectively, from left to right. Each point represents one simulation where the sum of $f_{ch}$, $f_{pr}$ and $f_{li}$ adds up to 1. Consequently, points with a high proportion of one component are necessarily low in the others. Figure from supplementary information to Paper v.

from the remaining processes of ADM1. The substrates were fed to individual model reactors in which only the hydrolysis step of ADM1 was active. Following the hydrolysis-reactor
blocks the hydrolysed streams are combined and input to a common model reactor with the remaining steps of the model active, see Figure 5.8. The small remaining parts of substrate particulates (\(X_{ch}\), \(X_{pr}\) and \(X_{li}\)) after hydrolysis are bypassed the ADM1 block. For clarity it should be emphasised that there is one physical digester and it is only virtually separated in the model.

5.4.1 Simulation Study for Plant-Wide Assessment of Anaerobic Co-Digestion

A simulation study was designed to test the developed model for AcCoD at WWTPs and exemplify how plant-wide effects of AcCoD can be assessed using BSM2. The co-digestion feed consisted of paunch, blood and DAF sludge based on the substrate characterisation presented in Section 5.2. The sludge COD feed was of on an average 2.38 kg.m\(^{-3}\).d\(^{-1}\) to the digester. In addition to that, an external feed-mix was designed with a base-line of about 50% additional COD. For stressing the system further, two periods with peak loads – with blood days 350-410 and DAF sludge days 500-521 – were included. The total profile for the organic loading rate, OLR, is depicted in Figure 5.9 (bottom). For details on the co-substrate feed-mix, see Paper v. For the sludge hydrolysis a value for \(k_{\text{sludge}}\) was used, based on Arnell and Åmand (2014).

The main simulation results are compared with the BSM2 default values in Table 5.2. Dynamic profiles for the methane production, OLR, internal nitrogen load and effluent NO\(_3\)-N are shown in Figures 5.9 and 5.10. The co-substrates had a positive effect on the methane production leading to a reduction in the overall operational cost index (OCI) from 11630 to 10490. However, at the same time the effluent water quality deteriorated from the increased nitrogen load in the water train, due to AD supernatant recirculation, increasing
the effluent quality index (EQI) from 5330 to 5970. The reduction in OCI corresponds to a total reduction of the operational costs for the WWTP by 10% (not considering gate fees for the co-substrates). This significant reduction was achieved because the revenue from selling co-generated power from the produced methane increased by 92%, although both the aeration energy and the sludge production at the same time increased by 6 and 39%,
Table 5.2: Simulation results for BSM2 with co-digestion compared to the default values. Table from Paper v.

<table>
<thead>
<tr>
<th></th>
<th>BSM2 default</th>
<th>BSM2 with AcoD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational cost index [–]</td>
<td>11 600</td>
<td>10 050</td>
</tr>
<tr>
<td>Effluent quality index [kg pollutant.d⁻¹]</td>
<td>5 330</td>
<td>5 970</td>
</tr>
<tr>
<td>Average aeration energy [kWh.d⁻¹]</td>
<td>4 130</td>
<td>4 380</td>
</tr>
<tr>
<td>Methane production [kg.d⁻¹]</td>
<td>935</td>
<td>1 800</td>
</tr>
<tr>
<td>Sludge production [kg TSS.d⁻¹]</td>
<td>3 480</td>
<td>4 730</td>
</tr>
<tr>
<td>Effluent $S_{NH}$ [g.m⁻³]</td>
<td>0.49</td>
<td>0.44</td>
</tr>
<tr>
<td>Effluent $S_{NO}$ [g.m⁻³]</td>
<td>9.81</td>
<td>12.9</td>
</tr>
<tr>
<td>Effluent TN [g.m⁻³]</td>
<td>12.3</td>
<td>15.4</td>
</tr>
<tr>
<td>Time in violation TN [%]</td>
<td>0.17</td>
<td>15.0</td>
</tr>
</tbody>
</table>

respectively. The increase in EQI was mainly due to a higher effluent total nitrogen (TN) concentration, 15.4 g.m⁻³, caused by the nitrogen load from the protein rich co-substrate, which elevated the $S_{NH}$ concentration in the returning AD supernatant from an average of 1290 g.m⁻³ to 1610 g.m⁻³ (Figure 5.10). This led to a time in violation of the effluent constrains for TN of 15 %, compared to 0.17 % without AcoD. The violation of the effluent constrains would in reality be an unacceptable effect of AcoD and shows the importance of selection and dose strategy of the co-substrate. The primary cause of high effluent TN was elevated effluent $S_{NO}$ caused by insufficient carbon availability for denitrification rather than poor nitrification (Table 5.2, Figure 5.10). The reason for this is that the default control strategy of the closed loop BSM2 has a DO control in the activated sludge unit responding to the increased ammonia load but only a fixed dosage of methanol. If the same total load of blood would have been dosed over the whole period the methanol scarcity might had been less pronounced, or if it had been dosed for an even shorter period the nitrification capacity would have been exceeded as well. Effluent limit violations could have been avoided if simulating an increased or controlled methanol dosage. The drawback of the increased nitrogen load would then have manifested itself as increased methanol consumption instead of effluent violation. While being outside the scope of this work, the strategies to cope with increased nitrogen load can easily be tested and evaluated with additional simulations (results not shown). This demonstrates how simulating AcoD in plant-wide WWTP models allows to design an optimal co-substrate composition and feed strategy and simultaneously control the effects on the water train. Nordell and Wiberg (2013) have shown in lab- and full-scale experiments of AcoD at Linköping WWTP in Sweden how a wise, i.e. nitrogen poor, co-substrate selection can have positive plant-wide effects and contribute to the nitrogen removal of the plant by assimilation of nitrogen in biosolids.

The effects of the simulated co-digestion case on digester stability and inhibition are further discussed in Paper v.
5.5 Summary of Key Findings

Non-linear parameter estimation was used to estimate the first-order hydrolysis coefficient ($k_{hyd}$) and the ultimate methane yield from 18 datasets of biomethane potential (BMP) batch data.

- The parameter uncertainty was lower when fitting data to a first-order model compared to a Monod-type function since this model could better describe the shape of the cumulative gas production in the BMP tests.
- The Monod-type function resulted in higher estimates of the hydrolysis coefficient and the ultimate methane yield compared to the first-order model.
- The smoother the BMP curve and the more samples in the test, the smaller the confidence interval of the estimated gas production.
- The hydrolysis coefficients for the studied substrates were in the range 0.08 to 0.70 d$^{-1}$.

Anaerobic co-digestion was for the first time implemented in Benchmark Simulation Model no. 2. The GISCOD model was used to describe anaerobic co-digestion (AcoD), complemented by a Gaussian long chain fatty acid inhibition function.

- A new input model for fractionation of COD was developed based on feasible and affordable tests. The method was proven reliable based on modelling of BMP tests of three substrates: paunch, blood and dissolved air flotation sludge.
- A performance assessment study of anaerobic co-digestion was performed using a dynamic feed mix. It revealed that the overall operational cost was reduced by 10%. However, the high nitrogen content in blood increased ammonia inhibition in the digester, leading to lower digester performance and overloaded the denitrification capacity of the water train and deteriorated the effluent water quality.
- A sensitivity analysis on co-substrate feed characteristics showed that apart from the biodegradable fraction of COD, protein and lipid fractions of particulate biodegradable COD were the two most important state variables for digester stability and methane production, and that different substrates caused different modes of failure.
Chapter 6

Multi-Objective Performance Assessment Using Coupled Process Models and Life Cycle Assessment

This chapter describes the over-arching methodology of coupling the plant-wide process model to a life cycle analysis model to assess not only the on-site effects but also the off-site environmental impact of the operations, both up-stream from production of input goods and downstream from discharge of treated water and disposal of sludge. The specific model developments on greenhouse gas emissions, aeration and anaerobic co-digestion described in Chapters 3 to 5 are included in the tool. The case study in Paper vi, using the tool to model Käppala wastewater treatment plant, is described together with a simulation study on chemically enhanced primary clarification. This work has also been presented in Arnell et al. (2016b) and Arnell et al. (2016d). Finally, another simulation study demonstrating the effect of stricter effluent regulations from Åmand et al. (2016), based on the Käppala model, is presented.

6.1 Combining Process Modelling and Life Cycle Assessment

As has been demonstrated in the preceding chapters, dynamic process models are essential when evaluating operational strategies at wastewater treatment plants. For example, \( \text{N}_2\text{O} \) emissions can manyfold due to short-term concentration fluctuations in the activated sludge unit having a major impact on greenhouse gas emissions, demand peaks in aeration have a non-linear impact on cost and unreliable co-substrate availability makes steady-state simulations obsolete when evaluating plant-wide impacts of anaerobic co-digestion (AcoD). However, along with these on-site effects the plant operations at the same time have global
environmental impacts due to production of input goods, discharge of residues and discarding of wastes. These impacts are only covered to a limited extent in process models. Greenhouse gas (GHG) emissions from production of power and some chemicals, residual effluent nitrogen and disposal of sludge are for example included in the Benchmark Simulation Model no. 2, version greenhouse gas (BSM2G). Other impacts are not considered but could very well be crucial for the overall environmental impact of the operations. If, for example, operational strategies for dealing with stricter effluent constraints are compared, several alternatives may be able to meet the treatment requirements and the total environmental impact could be decisive.

Global environmental impacts of products and processes are commonly assessed by life cycle analysis (LCA) (Baumann and Tillman, 2004). In LCA, the object under study is evaluated for the environmental impacts that the inputs and outputs give rise to over the course of the entire life cycle. All processes and transports are included, from extraction of resources to handling of residuals and wastes. Following the international standard for LCA, a study is performed in four mandatory steps (ISO 14040, 2006): i) definition of goal and scope for the analysis, ii) life cycle inventory (LCI), where the environmental loads from the entire system are calculated, iii) life cycle impact assessment (LCIA), where the loads are characterised in equivalent units by the selected impact categories to get aggregated measures of the potential environmental impacts, and iv) evaluation of the LCA. Urban water services and wastewater treatment plants have been subjected to LCA in several studies (Baresel et al., 2016; Heimersson et al., 2016; Corominas et al., 2013a; Lundie et al., 2004). To assess the operational performance and effects on-site along with the potential global environmental impacts, process models have been combined with LCA (Meneses et al., 2016; Arnell et al., 2016b; de Faria et al., 2015; Corominas et al., 2013b). In Paper vi, a methodology in two steps was proposed for combining process models and LCA.

i. The plant-wide process model platform BSM2G was used to evaluate: effluent water quality, energy efficiency, on-site GHG emissions and operational costs. Full-year dynamic simulations were evaluated and averaged results of inputs and outputs for all sub-processes were exported.

ii. An LCA model was constructed following ISO 14040 (2006) for the plant covering the same unit operations as the process model but extended with up-stream processes for production of input goods and downstream impact of residuals and wastes. The exported results from the process model were imported to the LCA model.

The applied process model BSM2G is described in Section 3.2. When combining the BSM2G with the LCA model two exceptions from the default procedure were made. The off-site processes, production of power and chemicals, together with the downstream ones in recipient and from sludge disposal, are excluded from the evaluation procedure of BSM2G. Instead the impacts from these processes are included in the LCA.
6.2 Life Cycle Analysis Model

The coupled LCA model was developed for the case study of Käppala WWTP presented in Section 6.3. The model development followed ISO 14040 (2006) and the four steps listed in Section 6.1.

i. The goal and scope of the LCA were to perform a comparative assay of the operational strategies simulated using the process model. The system boundaries for the study (Figure 6.1) were therefore chosen to be the treatment plant itself with direct emissions to water, soil and air and the production and transport of power and chemicals from resource extraction to the plant. The benefit of utilising the produced biomethane was accounted for by expanding the system to include the benefiting process, i.e. as vehicle fuel. For the purpose of comparing operational strategies, one year of operation was considered and construction and demolition phases were excluded as these have been shown to have only limited impact for most conventional advanced WWTPs (Corominas et al., 2013a).

ii. To manage the LCI, the Gabi software tool was used (Gabi software 6.3, Thinkstep, Leinfelden-Echterdingen, Germany, 2013). The process model simulation outputs were used together with generic data from the Ecoinvent database (Wernet et al., 2016). Functional unit for the inventory was chosen to be 1 m$^3$ of treated wastewater.

iii. For the LCIA characterisation the procedures of Centrum voor Milieukunde at Leiden University, The Netherlands (CML) were applied (Guinée et al., 2002). The six most important impact categories were selected based on previous studies (Corominas et al., 2013a) for which impacts were calculated: abiotic depletion potential of elemental (ADP elements) and fossil (ADP fossil) resources, eutrophication potential, acidification potential, global warming potential (GWP) and ozone depletion potential (ODP).

iv. Except for the performance evaluation of the on-site process with BSM2G, the six LCA impact categories were evaluated individually in reference to the corresponding total European impacts to indicate relative significance.

6.3 Case Study on Käppala Wastewater Treatment Plant

The Käppala WWTP in Lidingö outside Stockholm, Sweden, receives wastewater from 11 municipalities in the northern part of the greater Stockholm area with a total load of 440 000 person equivalents (pe). The plant is mainly an underground facility built into the mountain on the island Lidingö in the archipelago. The effluent requirements are 10 g.m$^{-1}$ TN (annual average) and 0.3 g.m$^{-1}$ TP (quarterly average). This is achieved by a treatment
process based on primary mechanical treatment, secondary biological treatment and tertiary filtration (Figure 6.2). The original part of the plant, built in the 1960s, treats about 40% of the influent flow (2012) in a treatment train applying a UCT Bio-P process in the activated sludge unit. The plant was expanded during the 1990s with a parallel treatment train handling the remaining 60% in a modified Ludzack-Ettinger configuration (Figure 6.2). For this project only the new part of the plant was modelled and the influent load was adjusted accordingly.

The platform BSM2G (Section 3.2) was modified with regard to plant layout, model library and influent load to mimic the treatment process at Käppala. The plant layout was adjusted according to Figure 6.2, with the five parallel lines in the AS unit modelled as one and split into 9 consecutive reactors – three anoxic (ANOX), one swing zone (FLEX), four aerated (OX) and one final non-aerated deox zone (DEOX) – following the principles for hydraulic modelling of activated sludge tanks proposed by Fujie et al. (1983) (Figure 3.8). The sub-model library of BSM2G was complemented by an ideal model for the sand filter unit, see model description in Paper vi. For the modified influent load see Section 6.3.1.
Consumption of resources, such as energy and chemicals, were either modelled dynamically (i.e. carbon source addition) or calculated based on specific consumption numbers. Specific data were mainly retrieved from the utility but some generic BSM2G data were used when specific data were missing. Values are tabulated in the supplementary information of Paper vi, Table S.1. The specific consumption factors have, when possible, been coupled to dynamically modelled flows and volumes but for a few energy related processes static consumptions per day provided the most reliable information.

The general description of the LCA model in Section 6.2 was modified for the case study. For gas utilisation, external use of the upgraded biomethane as vehicle fuel was assumed by substitution of diesel in heavy vehicles (i.e. public transport). The off-site reuse of biosolids was not included due to lack of data. Case specific inventory data were used. Assumptions and data can be found in Paper vi and its supplementary information.

6.3.1 Calibration and Validation of the Process Model

For influent fractionation and calibration the procedures in Rieger et al. (2012) were followed. Data from the year 2012 was selected for calibration and from 2014 for validation. The results from 2012 were chosen for presentation as this was a year with several severe rain events challenging the treatment process. A dynamic influent profile was created from plant data for the years 2012 and 2014. The actual measurements were used for influent flow along with a synthetic diurnal load pattern created from the averaged and normalised diurnal flow rate during dry weather. The procedure in five steps was inspired from Lindblom (2011).
i. The high resolution influent flow profile for a full year was split into 365 individual diurnal curves, and all days with a representative dry weather flow were selected.

ii. For every 15 minutes of the day (i.e. the resolution of the model) an average flow was calculated from the selected daily curves from Step i creating an average flow profile.

iii. The averaged flow profile from Step ii was normalised to one and the diurnal variation was assumed to apply equally to all influent load variations to the plant.

iv. The normalised load profile from Step iii was multiplied by the average daily loads of COD, NH$_4$-N, NO$_3$-N and TSS to retrieve the individual load profiles in g.d$^{-1}$. The average daily loads during dry weather were used in order to get a fair representation of the influent loads without dilution from stormwater. Compensation for groundwater intrusion was not made.

v. Finally, the created load profiles were divided with the full actual flow profile for the whole 609 d period. Data from the beginning of May 2011 to the end of December 2012 were used for 2012 and similarly for 2014.

In summary, this procedure provides dynamic, 609 day long, concentration profiles for all state variables considering diurnal variations and dilution according to the actual flow pattern.

The calibration results are tabulated in the supplementary information of Paper vi, Table S.4. More information on the calibration and results are also presented in Arnell et al. (2016b). The calibration was satisfactory according to the stop-criteria established for effluent water quality (Figure 6.3), biogas production and air supply to the AS unit. To achieve this, the calibration was primarily focused on establishing a correct sludge age for the AS unit in order to gain realistic nitrification. Although inert suspended solids were introduced in the influent as well as in the AS – corresponding to the sludge production from simultaneous precipitation – the TSS level in and WAS production from the simulated AS unit had to be lowered.

6.3.2 Simulation of Chemically Enhanced Primary Clarification

During recent years there has been a strong focus on resource recovery at WWTPs and more specifically at energy recovery through anaerobic digestion (Eitrem Holmgren et al., 2015). This follows from the understanding of climate change that has been growing over the last decade promoting renewable energy. In Sweden, this has created a strong trend for WWTPs to upgrade their biogas to vehicle fuel quality, which provides a greater economical and environmental value. Consequently, the interest has also grown for increasing biogas production (Lingsten, 2014). As shown in Chapter 5, anaerobic co-digestion provides an opportunity to substantially increase the gas production. However, also the influent
COD is a valuable resource. Being less degraded, the primary sludge has higher biomethane potential than secondary sludge (see Paper iv). Therefore, if the COD reduction over the primary clarifier could be increased more potent sludge could be fed to the digester. At the same time, the organic load on the AS would be reduced leading to lower energy requirements for aeration. Altogether this points to the importance of the primary mechanical treatment steps at WWTPs (Bachis et al., 2015; Lundin et al., 2015). A common way to improve primary clarification is to implement chemically enhanced primary treatment (CEPT), where pre-precipitation with metal salts and/or polymers is used to improve the removal efficiency (Ødegård, 1998). However, extensive removal in the primary treatment might lead to COD deficiency for denitrification in the AS, i.e. there is a conflicting competition for the influent organic matter, whether it is best used for denitrification or for biogas production.

A simulation study was designed to assess the total environmental impact of the CEPT strategy using the proposed methodology. For realism and comparison, the calibrated model of the Käppala WWTP was used. The base case represents the current operation (simulation results for 2012) of the treatment plant. The alternative strategy with CEPT was modelled with the following modifications: the COD removal efficiency over the primary clarifier was increased to 60% by increasing the parameter $f_{corr}$ to 0.8 and move the modelling of precipitation – addition of inert suspended solids – prior to the primary clarifier. A reduction of that magnitude is possible if the plant has efficient primary clarifiers, which is the case at Käppala. The goal of the simulation of CEPT was to analyse the change
in environmental impact from that strategy assuming the same effluent quality. Therefore, the operation was tuned to match the same effluent standards as for the base case. To achieve this it was necessary to add methanol to the anoxic zones to match the denitrification in the CEPT case. This was done by a 50/50 addition to ANOX 1 and 2 with a PI-regulator controlling the methanol flow towards a set-point of 6.7 g.m⁻³ NO₃-N in the effluent from the DEOX.

Selected results are presented in Table 6.1, while full results are presented in Paper vi (with supplementary information) and also in Arnell et al. (2016b). The LCA results (5 categories) for the base case and the CEPT strategy are compared in Figure 6.4. Looking at the Eutrophication category it can be seen that the aim not to affect the effluent quality has been reached. The resulting EQI from the process simulation (Table 6.1) confirms this and

<table>
<thead>
<tr>
<th></th>
<th>Base case</th>
<th>CEPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>EQI [kg pollutant.d⁻¹]</td>
<td>17470</td>
<td>17040</td>
</tr>
<tr>
<td>Biomethane prod. [kg CH₄.d⁻¹ /kWh.d⁻¹]</td>
<td>4930/68400</td>
<td>5610/77900</td>
</tr>
<tr>
<td>Power for aeration [kWh.d⁻¹]</td>
<td>6590</td>
<td>6480</td>
</tr>
<tr>
<td>Precipitation chemicals [kg Fe.d⁻¹]</td>
<td>178</td>
<td>1260</td>
</tr>
<tr>
<td>Methanol [kg COD.d⁻¹]</td>
<td>0</td>
<td>2060</td>
</tr>
<tr>
<td>N₂O emissions from AS [kg CO₂e.d⁻¹]</td>
<td>19040</td>
<td>14400</td>
</tr>
</tbody>
</table>
it can therefore be concluded that other off-site processes are not affecting Eutrophication substantially. One of the main goals of the simulated strategy was to reduce the emission of GHGs. As can be seen, the overall GWP is reduced by 28% (Figure 6.4). This is achieved by an increase in biomethane production (14%) and reduced N₂O emissions from the AS (14%, Table 6.1), despite the increased emissions from production and transport of methanol and precipitation chemicals. It is hypothesised that the decreased N₂O emissions are due to the reduced load on the AS with CEPT. The TN in the primary effluent was reduced and methanol was dosed, which improves the carbon to nitrogen ratio. Setting up the strategy it was also expected that the aeration energy should be reduced. The results in Table 6.1 show that this was not realised, likely due to the methanol addition to the AS keeping the organic load high.

The improvement in GWP comes with a cost in terms of resource use. The ADP elements and ADP fossil are increased by 77 and 305%, respectively (Figure 6.4). This rise is completely explained by the increased use of chemicals for precipitation and denitrification, Figure 6.5. The origin of the methanol was here assumed to be fossil based, which has a major impact on ADP fossil. The impact category with the largest relative change was Ozone Depletion Potential (ODP), with CEPT it increased by 450% (Paper vi, Table 2). As is further explained in Paper vi, the absolute values are very small and also when normalised to the total European emissions the ODP was 2 to 4 orders of magnitude lower than that of the other categories. Even if the increase was relatively large, it was from a low initial level. The impact of CEPT on Acidification potential is negative but very small. The change is solely caused by production and transport of chemicals, especially methanol, which penalises CEPT in this case.

Figure 6.5: Life cycle analysis results for the base case compared to chemically enhanced primary treatment (CEPT) in three categories: Global Warming Potential (GWP), Abiotic Depletion Potential (ADP) fossil, and ADP elements. Results presented for individual unit processes: sludge dewatering unit (DW), activated sludge unit (ASU), utilisation of biomethane as vehicle fuel (biomethane), thickener (THK), biogas upgrading unit (GU), storage tank (STOR), primary clarifier (PRIM), anaerobic digester (AD), sand filter (SF) and effluent water (effluent). Figure from Paper vi.
Table 6.2: Simulated scenarios. From Åmand et al. (2016).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Load</th>
<th>Treatment process</th>
<th>Effluent limits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Present</td>
<td>Present</td>
<td>Present</td>
</tr>
<tr>
<td>2</td>
<td>Present</td>
<td>Future</td>
<td>Future</td>
</tr>
<tr>
<td>3</td>
<td>Future</td>
<td>Future</td>
<td>Future</td>
</tr>
</tbody>
</table>

The increase in consumption of chemicals can be found in Table 6.1. The cost for operations increases with the cost of chemicals but the net operational cost could not be reported since the revenue from selling the biomethane was not publicly available.

6.3.3 Simulation of Stricter Effluent Limits

In a parallel project, the process-LCA model for the Käppala WWTP (2012) was used in another assessment study simulating the effect of enforcing stricter effluent constraints on the plant (Åmand et al., 2015). A simulation study was designed to compare the impact of the current operations with a situation where firstly, the plant is modified to cope with the stricter limits and secondly, adding a forecasted load increase from 440,000 to 900,000 pe. The three scenarios are shown in Table 6.2. The stricter constraints were $\text{TN} = 6 \text{ g.m}^{-3}$, $\text{TP} = 0.2 \text{ g.m}^{-3}$ and $\text{BOD} = 6 \text{ g.m}^{-3}$, all as monthly averages. In the project this analysis was done for three different WWTPs, see Åmand et al. (2016) for detailed descriptions.

The process modifications and how they are modelled are described in detail in Åmand et al. (2016). In brief the modifications for Käppala WWTP were:

- switching P-removal from simultaneous precipitation to CEPT using ferric chloride;
- introducing complementary one-sludge post-denitrification in the DEOX zone;
- side-stream treatment of AD supernatant in an anammox process; and
- peak-flow treatment with chemical precipitation on a partial by-pass flow.

Three assumptions in the LCA were identified as especially important and uncertain: choice of functional unit, origin of carbon source for denitrification and whether or not a credit is counted for vehicle fuel from biogas replacing diesel. A sensitivity analysis was made on those variables.

The simulation results showed that the plant cannot manage the stricter limits without process modifications (Åmand et al., 2016). However, implementing the proposed measures the effluent quality is satisfactory for all scenarios, Table 6.3. It is likely that not all four modifications would have been necessary in Scenario 2, i.e. with current load, however, in Scenario 3 they were.
Table 6.3: Effluent quality for the three scenarios. From Åmand et al. (2016).

<table>
<thead>
<tr>
<th></th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN [g.m⁻³]</td>
<td>8.5</td>
<td>4.2</td>
<td>4.4</td>
</tr>
<tr>
<td>NH₄-N [g.m⁻³]</td>
<td>1.3</td>
<td>0.74</td>
<td>0.92</td>
</tr>
<tr>
<td>NO₃-N [g.m⁻³]</td>
<td>5.9</td>
<td>2.8</td>
<td>2.7</td>
</tr>
<tr>
<td>TP [g.m⁻³]</td>
<td>0.2</td>
<td>0.12</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Figure 6.6: Life cycle analysis results – in five impact categories: Global Warming Potential (GWP), Abiotic Depletion Potential (ADP) elements, ADP fossil, Acidification, and Eutrophication – from simulating alternatives for handling stricter effluent limits at Kappala wastewater treatment plant. Scenario 1 (blue line), Scenario 2 (red line) and Scenario 3 (yellow line). All results are normalised to Scenario 1. Figure from Åmand et al. (2016).

The LCA results displayed in Figure 6.6 show a similar structure as for the CEPT case presented in Section 6.3.2. In Scenarios 2 and 3, the Eutrophication is significantly reduced as the effluent quality is intentionally improved. Also the GWP declines at the expense of higher ADP of elements and fossil resources due to use of precipitation chemicals and external carbon source.

The sensitivity analysis revealed some interesting results, see Figures 6.7 and 6.8. The functional unit used in the LCA has an impact when comparing results for the different scenarios. Comparing three different functional units – 1 m³ of treated wastewater, 1 kg of removed TN and 1 pe load – it can be seen (Figure 6.7) that using removed nitrogen made the improvements in GWP and Eutrophication even larger and the increase in ADP a bit less pronounced. Switching to person equivalents have little or no effect on Scenario 2 but for Scenario 3, with an increased load to the plant, four out of five impacts are substantially reduced with acidification even changing from a predicted increase to a decrease...
Figure 6.7: Results from the sensitivity analysis on alternative functional units. Life cycle analysis results – in five impact categories: Global Warming Potential (GWP), Abiotic Depletion Potential (ADP) elements, ADP fossil, Acidification, and Eutrophication – from comparing: per m$^3$ (top), per pe (bottom left), and per removed nitrogen (bottom right). Each diagram shows Scenario 1 (blue line), Scenario 2 (red line) and Scenario 3 (yellow line). All results are normalised to Scenario 1. Figure from Åmand et al. (2016).

compared to Scenario 1. The difference in results between the per m$^3$ and per pe is due to a proportionally lower increase in influent flow than in influent loads in Scenario 3.

Altering the type of carbon source was also evaluated, Figure 6.8. In the standard simulations methanol of fossil origin was assumed. For the sensitivity analysis three alternatives were tested: ethanol (USA), ethanol (Brasil) and waste glycerol from airports. The results show that altering carbon source has an impact on ADP while the other categories are mostly unaffected. Ethanol has a lower impact on ADP fossil but a higher impact on ADP elements. Brazilian ethanol from sugar cane has a lower environmental impact than the one produced from corn in USA. With waste glycerol the climate impact is reduced for all categories compared to the other types of carbon sources examined. Consequently, the choice of carbon source has a major impact on the results.

Also the sensitivity analysis on crediting of vehicle fuel replacing diesel had an impact on the results. Including the credit reduced the GWP with 45%, 67% and 67% for Scenarios
1 to 3, respectively. The higher reductions for Scenarios 2 and 3 is due to a higher biogas production. Also the Acidification potential was reduced with 30% for all three scenarios.

6.4 Using Results for Decision Support

The results from the simulated case studies show the multidimensional, and often conflicting, impacts that various operational strategies can lead to. When the operations are evaluated, for multiple objectives, the assessment grows more complex. From the results it is evident that in the presented cases detailed process models are necessary to assess, for example, N₂O production in the activated sludge reactors. This has been shown previously for other cases, i.e. Flores-Alsina et al. (2014), Guo (2014) and Corominas et al. (2013b). The effects can rarely be calculated by traditional spreadsheet methods (Rieger et al., 2012). At the same time, the increase in resource use and energy recovery, for these two simulation studies, leads to an altered environmental impact off-site, which is not captured by the process model but only by LCA. To combine process modelling and LCA is useful for comparing alternative operational strategies at WWTPs and provides a more thorough and comprehensive base for decision making.

The different impact categories in LCA measure different things expressed in different units and are not comparable per se. The standard for LCA studies, ISO 14040, states that
weighted comparison of the impact categories is an optional part of the LCA, conducted separately after the LCIA. This is good praxis since the subjective process of grading and weighting the results should not be mixed with the objective impact assessment. The weighting step was not performed in this study since it was focused on developing a methodology for impact assessment. However, if the results are to be used for decision making then this weighting and comparison of the different impact categories’ mutual importance have to be done at a later stage. For example, to decide if a sought improvement in eutrophication or climate impact is worthwhile if other categories are worsened. This exercise can be performed by skilled decision makers involved in conducting the LCA. It is important that a representative group of stakeholders is engaged in this process. Principles, guidance and examples on weighting and multi-criteria analysis can be found in literature (ISO 14040, 2006; Baumann and Tillman, 2004; Malmqvist et al., 2006).

6.5 Summary of Key Findings

» The model platform Benchmark Simulation Model no. 2 Greenhouse Gas was extended to – in addition to effluent quality and operational cost – also evaluate fugitive GHG emissions, more detailed energy efficiency models and global environmental impact.

» To assess the global environmental impact the dynamic process models have been coupled with a life cycle analysis (LCA) model. This novel approach to combine a detailed plant-wide model including dynamic energy and GHG calculations and LCA captures both direct effects and off-site impacts, for example from production of electricity and chemicals.

» The model concept was calibrated to a real plant, the Käppala WWTP in Lidingö, Sweden. The model calibration under current operational conditions shows that the model is suitable to describe a conventional municipal wastewater treatment process.

» A simulation study on altering the operational strategy at the Käppala WWTP in Lidingö, Sweden, was performed. The current strategy with simultaneous precipitation and predenitrification utilising internal COD was compared to a strategy with extensive preprecipitation and adding methanol in the anoxic zones. The comparative simulations show that several of the initial goals with the strategy are fulfilled, i.e. higher biogas production, lower aeration energy requirements and an overall decrease in global warming potential (28%). However, at the same time the LCA reveals that the abiotic depletion of both elemental and fossil resources increases by 77% and 305%, respectively. Also the ozone layer depletion increases manyfold but from a very low initial level.
The study shows that the method is applicable for use at WWTPs. The coupled process and LCA modelling methodology captures plant-wide and global effects that would not only have been hard to determine with standard spread-sheet calculations but would also remain hidden using any of the models separately. The results from this type of combined study create a good basis for selecting operational strategies at WWTPs.
The key findings of the separate studies are summarised in general conclusions of the research. Furthermore, identified areas for further research are outlined.

7.1 General Conclusions

A tool for performance assessment of wastewater treatment plants (WWTPs) evaluating multiple objectives was developed. The tool combines plant-wide process models for long-term dynamic simulations to evaluate treatment plant performance – including effluent water quality, operational cost and greenhouse gas emissions – with life cycle analysis (LCA) to assess global environmental impacts of the plant operation. For this purpose, the plant-wide model Benchmark Simulation Model no. 2 (BSM2) was expanded to include additional processes, increase the level of detail in important areas and allow for simulation of common and realistic operational strategies. Specifically, the developments were the following.

BSM2 was upgraded with models for production and emission of greenhouse gases. Process models for direct and indirect emissions of carbon dioxide ($\text{CO}_2$), methane ($\text{CH}_4$) and nitrous oxide ($\text{N}_2\text{O}$) were added, including fugitive emissions. The biokinetic model in BSM2, Activated Sludge Model no. 1 (ASM1), was expanded with two-step nitrification including nitrifier denitrification and four-step denitrification to describe two important production pathways for nitrous oxide. The expanded model, ASM1G, was used in several case studies: a simulation study evaluating control strategies, three treatment processes for
digester supernatant and a plant-wide study of a full-scale WWTP. The key findings of the studies can be summarised in the following conclusions.

» The inclusion of greenhouse gas emissions provides an additional criterion when evaluating control/operational strategies in a WWTP, offering more knowledge about the overall “sustainability” of the plant.

» The implemented biological process model, together with physical models for the sequencing batch (SBR) and moving bed biofilm (MBBR) reactors, can partly describe the N₂O emission data from the three side-stream treatment case studies. For the two SBR processes necessary model and parameter adjustments indicate that, while not included in the model, N₂O production by NH₂OH oxidation, is contributing as well. The N₂O emissions from the studied MBBR anammox process are satisfactory simulated by assuming heterotrophic denitrification only.

» The plant-wide model concept was calibrated to a real plant, the Käppala WWTP in Lidingö, Sweden. The model calibration under current operational conditions shows that the model is suitable for this type of conventional municipal treatment process. However, the model could not capture the full dynamics in the measurements of production and emission of N₂O. From this fact it is concluded that a model containing N₂O production from autotrophic and heterotrophic denitrification only is not sufficient.

To improve the energy assessment in BSM2 a more detailed aeration model was developed including oxygen transfer through diffusers, air distribution system and blowers. The conclusions from the three full-plant case studies can be summarised in three points.

» An aeration-model structure with backwards calculation of the quantities in the aeration system was found to be appropriate. Relationships for the various parts, from oxygen transfer to blowers, were selected and implemented in the BSM system.

» The tested aeration model proved to be simple and robust. With straightforward adjustments – mainly of the SOTE polynomial and airflow limitations – acceptable accuracy was achieved for all three cases. Limiting the air supply to actual values was shown to be critical in dynamic simulations.

» The results emphasise the importance of modelling the aeration system beyond just $K_{1,a}$ input. Airflow rate is a critical variable for evaluating air consumption, aeration energy performance and for communicating simulation results to utility staff. Including a blower model allows for assessing dynamics in power consumption.

Models and procedures for including anaerobic co-digestion in BSM2 were developed. The plant-wide integration of a flexible co-digestion model structure was presented. Moreover,
a procedure for substrate characterisation, including both estimation of substrate dependent parameters and fractionation of organics and nitrogen, was suggested. The following conclusions can be drawn from the work on co-digestion.

» Non-linear parameter estimation was used to estimate the first-order hydrolysis coefficients and the ultimate methane yields from 18 datasets using BMP batch data. The parameter uncertainty was lower when fitting data to a first-order model compared to a Monod-type function since a first-order model could better describe the shape of the cumulative gas production in the BMP tests.

» The hydrolysis rate coefficients for the studied substrates were in the range 0.08 to 0.70 d⁻¹, i.e. comparable to results found in other studies.

» A new input model for fractionation of COD was developed, based on feasible and affordable tests. The method was proven reliable by modelling of BMP tests of the three substrates paunch, blood and flotation sludge.

» A sensitivity analysis of co-substrate feed characteristics showed that, apart from the biodegradable fraction of COD, protein and lipid fractions of particulate biodegradable COD were the two most important state variables for determining digester stability and methane production, and that different substrates caused different modes of failure.

To assess the global environmental impact, the dynamic process models were coupled to a life cycle analysis (LCA) model. For the first time, this model concept was calibrated to a real plant, the Käppala WWTP in Lidingö, Sweden. Two simulation studies were performed leading to the following conclusions.

» The current operational strategy, with simultaneous precipitation and predenitrification utilising internal COD, was compared to a strategy with extensive preprecipitation and adding methanol in the anoxic zones. The comparative simulations show that several of the initial goals for the strategy are fulfilled, i.e. higher gas production and an overall decrease in Global Warming Potential (28%). However, at the same time the LCA reveals that the Abiotic Depletion of both elemental and fossil resources increase by 77% and 305%, respectively. Also the Ozone Layer Depletion increases manyfold but from a very low initial level.

» The simulation study imposing stricter effluent constraints showed that process modifications were necessary to manage the treatment and that the change at the same time increased the off-site environmental impacts in some categories. The choice of input goods, such as carbon source and electrical power, had a significant impact on the results.
From the general results of the research it can be concluded that – although the results from the different studies are specific for the case studies – the models could successfully be applied and calibrated to several different treatment plants. This demonstrates that the methodology is applicable for use at other similar conventional wastewater treatment plants with minor modifications. The coupled dynamic process and LCA modelling methodology captures plant-wide and global effects that would not only have been impossible to detect with standard spread-sheet calculations but would also remain hidden using any of the models separately. The importance of considering the water and sludge line together when evaluating changes in the anaerobic digestion or sludge systems are evident, as it was shown to have effects on both greenhouse gas emissions and treatment efficiency. Generally, the examined operational strategies in the different studies revealed several trade-offs between, for example effluent quality, greenhouse gas emissions and resource use. The results from this type of combined study create a much better basis for selecting operational strategies at WWTPs.

### 7.2 Future Research

Items of interest for future research were identified in each of the four modelling areas in this work: greenhouse gas emissions, aeration, co-digestion and multi-objective assessment including on- and off-site processes.

Production and emission of greenhouse gases at wastewater treatment plants are hot topics. On-going research continuously increase our knowledge of these processes and it is reasonable to expect that the current state of knowledge is not complete. Also in modelling of greenhouse gases, specifically for $\text{N}_2\text{O}$, new developments have been presented regularly during the research work presented here. Of necessity, one process model configuration had to be selected for implementation in the plant-wide model. The best model available at the time was used. However, new models, incorporating the latest process understanding, have recently been presented. The conclusions from the case studies on side-stream treatment and full-scale treatment at Käppala wastewater treatment plant indicate that models including additional production pathways need to be considered in future work. The emissions of $\text{N}_2\text{O}$ also indicate that the stripping model may be overly simplified. Alternative descriptions allowing for in-tank concentrations and emissions to air to better align with measurement data should be investigated. Regarding the emissions of $\text{CO}_2$, the distinction of biogenic and non-biogenic emissions should be visualised by acknowledging the origin of the organic material degraded. Furthermore, for completeness it would be informative if the CH$_4$ emissions in the headworks, originating from the sewer network, were included.

The aeration model presented has been tested in several case studies. However, the air distribution and blower part of the model were only partly included in these studies. More
case studies should be conducted to validate these sub-models. Furthermore, including the characteristics of control valves for the airflow have not been tested. In conjunction to the important energy consumption for aeration there are other major energy consuming units at wastewater treatment plants. Pumping is one process where dynamic models have been presented, which could be considered for inclusion in future work.

The proposed method for characterising co-substrates is limited to solid substrates and modifications for soluble substrates should be investigated. Moreover, the method still includes an analysis of total COD, which is known to be unreliable for complex substrates. Future research should search for characterisation procedures where this analysis could be replaced by better alternatives. Although digester stability was addressed in this work, an extended anaerobic digestion model – capturing more of the processes destabilising digesters at high organic loading rates – should be developed to even better benefit from modelling of co-digestion.

In the presented work on including off-site environmental impact through coupling dynamic process models to LCA, the operational costs were not fully incorporated. An analysis of operational costs, in line with the standard Benchmark Simulation Model platform, should be included in future versions of the tool. To achieve this, specific costs for some transports and input goods must be included along with gate fees for external co-substrates. Furthermore, in the case study at the Käppala treatment plant the impact of sludge disposal was not included. For other cases, data might be available to include transport and disposal of dewatered sludge in the LCA model. Sludge disposal is important to include in future studies using the tool, especially if the evaluated operational strategies have a significant impact on sludge production.
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**HIGHLIGHTS**

- A 3-D graphical representation shows the interactions among effluent quality, operational cost and GHG emissions during the evaluation of operational/control strategies in WWTP.
- The study points out the importance of taking into account the existing interactions among the wastewater and sludge line.
- The potentially undesirable effects of local energy optimization (aeration/biogas) are highlighted when calculating the total plant's overall global warming potential.

**GRAPHICAL ABSTRACT**

The 3-D representation of effluent quality (EQI), operational cost (OCI) and greenhouse gas emissions (GHG) during the evaluation of several (plant-wide) control/operational strategies: (1) modification of the DO set point, (2) modification of the primary clarifier TSS removal efficiency and (3) modification of the anaerobic digester temperature regime.
1. Introduction

The main focus in assessing the operation of wastewater treatment plants has historically been the effluent water quality under constraints of technical feasibility and cost. This certainly still holds, but the discussions on sustainability in general and the issue of climate change due to greenhouse gas (GHG) emissions in particular (Foley et al., 2011; Law et al., 2012; Rodriguez-Garcia et al., 2012) have widened the scope for the utilities. An increasing interest in GHG emissions calls for novel approaches to evaluate the performance of control and operational strategies in order to include additional performance indicators related to GHG emissions.

Aside from evaluating control and operational strategies (Nopens et al., 2010) before full-scale implementation (Ayesa et al., 2006), dynamic activated sludge models (ASM) (Henze et al., 2000) have been widely used for multiple purposes in wastewater engineering such as benchmarking (Gernaey et al., 2013), diagnosis (Olsson, 2012; Rodriguez-Roda et al., 2002), design (Riegler et al., 2012; Flores et al., 2007), teaching (Hug et al., 2009) and optimization (Rivas et al., 2008). Based on new knowledge on the chemical and biochemical mechanisms of GHG production, recent efforts have been made to capture the production and emissions of CO$_2$, CH$_4$ and N$_2$O and integrate these processes in the traditional ASM models (Batstone et al., 2002; Hiatt and Grady, 2008; Ni et al., 2013; Mampaey et al., 2013; Guo and Vanrolleghem, 2013).

Nevertheless, there are few studies discussing the additional benefit of adding a new dimension related to GHG production and emission to the traditional effluent quality and operational cost indices within the performance evaluation procedures (Flores-Alsina et al., 2011; Corominas et al., 2012; Guo et al., 2012). In this paper, an extended version of the International Water Association (IWA) Benchmark Simulation Model No. 2 (BSM2), i.e., BSM2G, is used for all simulations to demonstrate the benefit of adding this additional GHG emissions dimension.

A novelty of this paper includes the evaluation of plant-wide control/operational strategies through an integrated GHG modeling approach, representing the major pathways known to contribute significantly to the plant-wide carbon footprint. These strategies involve changes related to the following process variables: (i) the dissolved oxygen (DO) set point of the aeration system in the activated sludge section; (ii) the removal efficiency of the total suspended solids (TSS) in the primary clarifier; (iii) the temperature in the anaerobic digester (AD); and (iv) the control of the flow of anaerobic digester supernatants from sludge treatment. Further, the authors in this paper consider the main interactions between the water and the sludge line. Finally, changes in effluent quality index (EQI), operational cost index (OCI) and CO$_2$, CH$_4$ and N$_2$O emissions are analyzed by means of a 3-D representation and thoroughly discussed. As a side effect, synergies and trade-offs between local energy optimization and the overall GHG production is studied in detail.

2. Methods

2.1. Wastewater treatment plants under study

The WWTP under study (BSM2G) has the same layout as the IWA BSM2 platform proposed by Nopens et al. (2010). The plant is treating an influent flow rate of 20,648 m$^3$·day$^{-1}$ and a total COD and N load of 12,240 and 1140 kg·day$^{-1}$, respectively. Influent characteristics are generated following the principles stated in Gernaey et al. (2011). The activated sludge (AS) unit is a modified Ludzack-Ettinger configuration consisting of 5 tanks in series. Tanks 1 (ANOX1) and 2 (ANOX2) are anoxic (total volume = 3000 m$^3$), while tanks 3 (AER1), 4 (AER2) and 5 (AER3) are aerobic (total volume = 9000 m$^3$). AER3 and ANOX1 are linked by means of an internal recycle with the purpose of nitrate recovery from the AD. Although off-site CO$_2$ emissions may decrease, the effect is counterbalanced by increased N$_2$O emissions, especially since N$_2$O has a 300-fold stronger greenhouse effect than CO$_2$. The reported results emphasize the importance and usefulness of using multiple evaluation criteria to compare and evaluate (plant-wide) control strategies in a WWTP for more informed operational decision making.
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2.2. Control strategy and simulated scenarios

The plant is simulated in a closed loop regime, which includes two PI control loops. The first loop controls the dissolved oxygen concentration in AER2 by manipulating the air supply rate, here implemented as the first loop controls the dissolved oxygen concentration in the system during the winter period. Noise and delays are applied to sensor and actuator models to give the simulations more realism. The external recirculation flow rate \( Q_{\text{rec}} \) and carbon source addition \( Q_{\text{add}} \) remain constant throughout the simulations. Additional details about the default operational strategy can be found in Flores-Alsina et al. (2011). The selection of the different scenarios is intended to demonstrate the relative effects of logical control strategies that may be implemented by operators to increase energy efficiency and/or improve overall plant performance. The following four selected scenarios are simulated in the presented case study:

- Impact of DO control (commonly used to reduce aeration costs) by varying the set point value between 1 and 3 g m\(^{-3}\) (default value 2 g m\(^{-3}\)).
- Impact of primary clarifier efficiency by varying the TSS removal efficiency in PRIM from 33% to 66% (default value 50%). Although in reality this does not happen without chemical addition, the effect of improving TSS removal, such as through chemical addition, is the change of interest.
- Impact of the anaerobic digester operating mode by changing the temperature in the anaerobic digester from mesophilic (35 °C) to thermophilic (55 °C) (default value 35 °C).
- Impact of anaerobic digester supernatants by controlling the return flow rate originating from the DW unit. This timer-based control strategy stores the dewatering liquor during daytime (when the plant is high loaded) and returns it at night (when the plant is low loaded). Note that the default BSM2 strategy does not use this control approach and liquors are simply returned as they are generated.

2.3. Evaluation criteria

2.3.1. Effluent quality (EQI) and operational cost (OCI) indices

The overall pollution removal efficiency is obtained using the effluent quality index (EQI) from the standard BSM2 (Nopens et al., 2010). EQI is an aggregated weighted index of all pollution loads: TSS, COD, BOD, total Kjeldahl nitrogen (TKN) and the oxidized forms of nitrogen (NO\(_3\)) leaving the plant. The economic objectives are evaluated using the operational cost index (OCI) (Nopens et al., 2010). It consists of the sum of all major operating costs in the plant: aeration energy (AE), pumping energy (PE), mixing energy (ME), sludge production (SP), external carbon addition (EC), methane production (MP) and the net heating energy (HEnet). EQI and OCI are based on simulation results with the 609 days of dynamic influent data generated following the principles outlined in Gernaey et al. (2011), although only the last 364 days are used for the evaluation itself.

2.3.2. Greenhouse gas (GHG) emissions

The comprehensive method proposed by Flores-Alsina et al. (2011) is used to calculate GHG emissions in the WWTP. The emissions considered are:

- Direct secondary treatment emissions: The emissions from the activated sludge unit are considered as they are not yet predicted by the plant-wide models.
- Sludge processing: The GHG emissions during sludge treatment are mainly generated in the anaerobic digester. In this case, it is assumed that the biogas is fed directly into a gas-fired combustion turbine converting the CH\(_4\) into CO\(_2\) and generating electricity and heat (in turn used to heat the anaerobic digester influent). The CO\(_2\) generated during anaerobic digestion and the CO\(_2\) produced in the combustion process are assumed to be released to the atmosphere.
- Net power GHG: The difference between energy usage and production. Energy consumption involves aeration, pumping, mixing and heating.

Nomenclature

- AD: anaerobic digester
- ADM: anaerobic digestion model
- AE: aeration energy (kWh·day\(^{-1}\))
- AER: aerobic section
- AOB: ammonium oxidizing bacteria
- ANOX: anoxic section
- ASM: activated sludge model
- BOD: biochemical oxygen demand (g·m\(^{-3}\))
- BSM2: Benchmark Simulation Model No 2
- CH\(_4\): methane (kg CH\(_4\)·day\(^{-1}\))
- CO\(_2\): carbon dioxide (kg CO\(_2\)·day\(^{-1}\))
- COD: chemical oxygen demand (g·m\(^{-3}\))
- DO: dissolved oxygen concentration (g·m\(^{-3}\))
- DW: dewatering unit
- EC: consumption of external carbon source (kg COD·day\(^{-1}\))
- EQI: effluent quality index (kg pollution·day\(^{-1}\))
- GHG: greenhouse gas
- GWP: global warming potential
- HE: heating energy (kWh·day\(^{-1}\))
- k\(_{\text{vT}}\): volumetric oxygen transfer coefficient (day\(^{-1}\))
- ME: mixing energy (kWh·day\(^{-1}\))
- MP: methane production (kg CH\(_4\)·day\(^{-1}\))
- N: nitrogen
- NH\(_4\): ammonium nitrogen (g N·m\(^{-3}\))
- NO: nitric oxide nitrogen (g N·m\(^{-3}\))
- NO\(_2\): nitrous oxide nitrogen (g N·m\(^{-3}\))
- NO\(_x\): oxidized forms of nitrogen (g N·m\(^{-3}\))
- OCI: operational cost index (cost unit·year\(^{-1}\))
- PE: pumping energy (kWh·day\(^{-1}\))
- PI: proportional integral controller
- PRIM: primary clarifier
- Q\(_{\text{rec}}\): internal recycle flow rate (m\(^3\)·day\(^{-1}\))
- Q\(_{\text{fl}}\): effluent flow rate (m\(^3\)·day\(^{-1}\))
- Q\(_{\text{recf}}\): external carbon source flow rate (m\(^3\)·day\(^{-1}\))
- Q\(_{\text{fltot}}\): internal recycle flow rate (m\(^3\)·day\(^{-1}\))
- Q\(_{\text{sw}}\): waste sludge flow rate (m\(^3\)·day\(^{-1}\))
- SEC: secondary clarifier
- SP: sludge production (kg TSS·day\(^{-1}\))
- SRT: sludge retention time (day)
- ST: storage tank
- THK: thickener
- TKN: total Kjeldahl nitrogen (g·m\(^{-3}\))
- TN: total nitrogen (g·m\(^{-3}\))
- TSS: total suspended solids (g·m\(^{-3}\))
- WWTP: wastewater treatment plant
heating. Energy production comes from the electricity generated by the turbine. A value of 0.94 kg CO₂ · (kW h)⁻¹ is assumed for any external energy production required (based on the efficiency of a coal-burning power plant (Bridle et al., 2008)).

- Chemicals: The GHG emissions from production of carbon source for denitrification are accounted for (from industrial production of methanol data (Dong and Steinberg, 1997)).

- Sludge disposal and reuse: The disposal of sludge is accounted for by CO₂ emissions from transport and mineralization of organic matter at the disposal site considering three different rates. Compost (45 %) and agriculture (38%) are the main fates, while a small fraction is sent to forestry (17 %). When it comes to transport, forestry and agriculture imply further distance (≏150 km) than compost (≏20 km).

GHG emissions are also evaluated over a one-year period following the same principles. Finally, in order to deal with the different nature of the generated GHG emissions (CO₂, CH₄ and N₂O) they are converted into units of CO₂ equivalents (CO₂e). The assumed global warming potentials (GWP) for N₂O and CH₄ are 298 kg CO₂e per kg N₂O and 25 kg CO₂e per kg CH₄ respectively (IPCC, 2007).

It is important to highlight that this methodology accounts for the main sources of GHG emissions. However, the selected types of emissions and how they are included in the evaluation procedures can be user-defined based on various objectives and boundaries of interest. For example, it is possible to break down the plant’s global warming potential into biogenic/non-biogenic emissions or within (on-site) and outside (off-site) the fence emissions.

3. Results

EQI, OCI and GHG values for the different simulated scenarios are shown in Fig. 1. As mentioned previously, the selection of the different scenarios is intended to demonstrate the relative effects of logical control strategies that may be implemented by operators to optimize plant performance. However, the main underlying reason for the scenario selection is the desire of showing the benefit of including the additional dimension dealing with GHG emissions when implementing changes across the whole plant. This is highlighted by moving from the 2-D to the 3-D representation and showing the results for a variety of situations. Hence, it is possible to see how the overall picture changes when (1) EQI and OCI are considered only or (2) when adding the total quantity of CO₂, N₂O and CH₄ emissions (quantified in kg CO₂e. m⁻³ of treated wastewater). From the generated results one can see that (1) the dissolved oxygen set point in the activated sludge section has a paramount importance on the plant’s total GHG emissions (z-axis) next to the well-known impacts on effluent quality and operating costs; (2) better TSS removal efficiency in PRIM mainly improves effluent quality and operational cost (x- and y-axes), but the total GHG emissions remain almost equal; (3) thermophilic conditions in the anaerobic digester reveal that a higher operating temperature appears to be a more expensive way to operate the plant (with higher operational cost, y-axis) without having substantial benefits in terms of increased gas production (Fig. 4); and (4) control of the anaerobic digester supernatants return flow rate slightly improves effluent quality, increases cost but does not have an effect on the GHG emissions unless

![Fig. 1. Effluent quality (a, b, c, d), operational cost (a, b, c, d) and greenhouse gas emissions (c, d) for the different control strategies with (b, d) and without (a, c) controlling the anaerobic digester supernatant.](image-url)
DO is very low (see dotted lines in Fig. 1, right). Figs. 2–4, show the dynamic variation of selected process variables and their seasonal variation (simulation start date: 1st of July, day = 245, total time: 364 days). Further details and discussion of these results are provided in the following sub-sections.

3.1. Effect of dissolved oxygen concentration

Low DO set points lead to a reduction of the off-site CO₂ production due to lower energy consumption and subsequently lower operational cost (detailed results not shown), but the overall GHG emissions are increased compared to the default case. The reason for this GHG increase is the increased formation of N₂O and its approximately 300-fold stronger greenhouse effect compared to CO₂. In this case, the N₂O increase is mainly caused by accumulation of NO₂⁻ (see Fig. 2, right) due to incomplete nitrification (see the increase of the EQi values in Fig. 1 and the dynamics of NH₄⁺ in Fig. 2, left). High DO set points increase aeration energy and operational costs but improve effluent quality (see x- and y-axes in Fig. 1 and dynamic profiles in Fig. 2). Despite higher off-site emissions of CO₂, the overall GHG emissions are still lower due to a reduced N₂O contribution. In all cases (Figs. 2–4), the sudden drop around day 290 is caused by the holidays simulated in summer (for further details, see Gernaey et al., 2011).

3.2. Effect of primary clarifier efficiency

High PRIM efficiency (TSS removal = 66%) decreases the quantity of TSS entering the activated sludge section and improves the overall nitrification efficiency leading to better effluent quality (even though denitrification is significantly worsened because of a lack of readily biodegradable organic material). There is a reduction in the operational cost mainly due to (i) the lower aeration energy in the activated sludge section and (ii) the increased biogas production, which leads to higher energy recovery in the sludge line (see Fig. 3, right). However, the lower organic load entering the biological reactor increases the overall N₂O emissions due to the low C/N ratio of the primary clarifier effluent (see Fig. 3, left), especially in warm temperatures (days 245 to 350 and 550 to 609). Conversely, a low PRIM efficiency (TSS removal = 33%) decreases the effluent quality due to reactor overloading. Operational costs are higher due to (i) increased energy demand in the aerobic section and (ii) low energy recovery from the sludge line. In terms of GHG emissions, lower TSS removal in PRIM causes (i) an increase of the CO₂ emissions from BOD oxidation and biomass decay in the bioreactor and (ii) higher off-site CO₂ emissions due to increased energy demand in the aerobic section and low-energy recovery in the AD. All in all, the overall variations of the total GHG emissions seem to be very small when changing PRIM efficiency (y-axis in Fig. 1). However, the specific GHG compounds emitted and their origin change substantially in the different simulated scenarios (see the discussion section).

3.3. Effect of digester performance

Fig. 4 shows the results of changing the digester’s operating temperature from 35 °C (mesophilic conditions) to 55 °C (thermophilic conditions). In this system, no substantial benefits can be observed in either biogas production or off-site CO₂ emissions. However, thermophilic conditions substantially increase the operational cost (Fig. 1) due to higher energy requirements for heating (Fig. 4, left) without significantly improving the digester performance (Fig. 4, right). Subsequently, this also leads to higher CO₂ emissions from off-site power generation. The effect on effluent quality variables is negligible (see discussion section).

3.4. Effect of controlling the return flows of anaerobic digester supernatants

In Fig. 1, the effect of controlling the anaerobic digester supernatants return flows is shown. In all cases, there is a slight improvement in the effluent quality (all evaluated scenarios have lower values of the EQi, x-axis) when control of the anaerobic digester supernatants returns is activated. This reduction is attributed to the storage tank’s capability to reduce the effect of ammonium peaks originating from the sludge treatment line when the plant is already high loaded. Fig. 5 shows the smoothing effect on the effluent ammonium nitrogen of controlling the anaerobic digester supernatants return flows. On the other hand, the slight increase in the OCI (y-axis) of Fig. 1 is due to the extra pumping. Finally, with regard to GHG generation, there is no substantial benefit unless the DO concentration is very low. As mentioned before, low DO levels combined with high ammonium loads substantially increase the total N₂O emissions. The simulation results show that N₂O decrease can be achieved by dampening the ammonium peaks.

4. Discussion

The results reported in this case study pave the way to several discussions. Indeed, the additional dimension provided by the quantification of the N₂O, CH₄ and CO₂ generation from the WWTP changes the overall picture of the evaluation procedure giving a better idea about the “sustainability” of the different alternatives.

4.1. Importance of plant-wide control

The study presents an important result to the wastewater community showing the potential impacts of energy optimization, particularly in the aeration/anaerobic digester system and the importance of plant-wide evaluation. For example, Fig. 1 shows the clear advantages of increasing the % TSS removal in the PRIM. Firstly, the load to the activated

---

**Fig. 2. Effect of dissolved oxygen on nitrification: NH₄⁺ (left) and NO₂⁻ (right) in the effluent.**
sludge section is substantially reduced (and thus the off-site CO₂ emissions due to aeration). Secondly, there is an increase of energy recovery from the anaerobic digestion (higher CO₂ credit). However, the total quantity of GHG emissions does not change since there is a substantial increase of N₂O emissions due to the inadequate C/N ratios that result (poor denitrification). Finally, this analysis provides insights with regard to decision making and evaluating operational options. Indeed, based on the results, operating a plant at low DO concentrations cannot be recommended due to the decrease in effluent quality despite the substantial savings in OCI (see Fig. 1a, b). The situation becomes even worse when GHG emissions are included in the analysis (Fig. 1c, d) and the substantial contribution of N₂O in the total plant's global warming potential would rank that alternative even lower. This demonstrates the usefulness of a third GHG dimension for deciding on the optimum DO control strategy to meet a specific plant’s objectives.

4.2. The case study

As the integrated GHG modeling framework used in this paper incorporates AOB denitrification and heterotrophic denitrification N₂O pathways, it is promising to see the results reported in this paper lead to similar observations as the experiments reported in von Schulthess and Gujer (1996) and Kampschreur et al. (2009), related to DO, C/N ratios and N₂O emissions, which helps to validate the models’ assumptions and structures and gain confidence in the relative effects observed. There is also good agreement with the studies of the effects of soluble/particulate compounds in activated sludge processes and their relation with the overall GWP of the plant (Gori et al., 2011). However, there are also aspects that warrant further attention. For example, there is suggested evidence that N₂O production increases during winter time (Kampschreur et al., 2009), although lower winter emissions have been reported as well (Daelman et al., 2013). With the ASM1G model used, lower temperatures lead to lower N₂O emissions, as explained in detail by Guo and Vanrolleghem (2013). Further investigations are still being conducted in order to better understand and describe the potential seasonal variability of GHG emissions.

The authors are aware of the fact that a TSS removal of 66% in PRIM is hard to achieve in many treatment plants without the addition of chemicals (Tchobanoglous et al., 2003). Further research is necessary to consider the role of such chemicals on the OCI, and the overall GWP in a similar way as is done for carbon source usage, i.e., kg CO₂e for each kg of chemical used. As mentioned previously, only the TSS removal effect of the chemical is studied in this paper.

Finally, it should be mentioned that traditionally thermophilic conditions should substantially increase biogas production (Tchobanoglous et al., 2003). The limited improvement in digester performance shown in this study can be explained by the following points: (i) the used ASM/ADM interfaces (Nopens et al., 2009) where the disintegration process (limiting factor in many digestion processes) is instantaneous; (ii) the low biodegradable fraction coming with the influent (Gernaey et al., 2011), consequently bringing limited amounts of organic material to the anaerobic digester (although kinetics are faster at thermophilic conditions, there is no more material to be converted); and (iii) the large digester volume, i.e., the digester was originally designed with a sufficiently long hydraulic retention time to convert all potentially digestible organics into methane under mesophilic conditions. If additional external organic waste would be available to make use of the extra digestion capacity in thermophilic conditions, results and conclusions would likely be different.
4.3. Accounting (framing) for the plant’s global warming potential

The case study shows that wastewater treatment system models are useful to quantify the different GHG emissions when evaluating different control strategies or operational procedures by taking into account the different sources of CO₂, CH₄ and N₂O. However, from a climate change point of view, not all these sources have the same importance. For example, biogenic sources of CO₂, such as the CO₂ emissions from the aerobic/anaerobic treatment of organics contained in the wastewater, are part of the natural carbon cycle, as long as they do not originate from fossil fuel based household products, such as detergents. On the other hand, there are non-biogenic sources, such as the off-site CO₂ emissions due to electricity consumption or production of chemicals that should be avoided. The methodology presented herein allows making this distinction when computing the plant’s overall carbon footprint.

A clear example can be found in scenario 2 (% TSS removal efficiency), where the total emission of GHG is almost the same, but their type and origin are quite different. For instance, the percentage of biogenic/non-biogenic CO₂ varies when the TSS removal efficiency is either decreased or increased: 30/70 and 20/80, respectively.

A similar type of differentiation can be made regarding on-site and off-site emissions. Thus, for the default case study the ratio between off-site and on-site emissions is 0.28. It is important to highlight that this ratio may change for example when the DO set point is decreased or increased. When the DO is decreased and the plant’s total energy consumption is decreased (and consequently off-site emissions), the ratio is reduced to 0.18. On the other hand, when the DO set point is increased and there is a high energy demand to maintain 3 g O₂ m⁻³ in the biological reactor, the ratio increases to 0.33 due to higher off-site emission.

4.4. Energy-mix-related consideration issues

It must be noted that the value of 0.94 kg CO₂e · (kWh)⁻¹ used for external energy production is an accurate value for a coal-burning power plant, but the electricity mix of any given country can be quite different than sole coal burning (being one of the dirtiest technologies when it comes to CO₂ emissions). In order to evaluate how this value may affect the results of benchmarking studies, the variation in the GWP was also evaluated assuming the average European (0.462 kg CO₂e · (kWh)⁻¹) and US (0.731 kg CO₂e · (kWh)⁻¹) energy mix value. The effect of DO set point variation is used as an example. Calculations reveal (for this particular case study) that cleaner energy mixes may change the net power GHG (CO₂e · m⁻³) by up to 50%. Nevertheless, the overall effect on the carbon footprint as accounted for in this study will still be very small (~5% in all cases). Note that this percentage may change depending on the framing (biogenic/non biogenic and on-site/off-site emissions).

4.5. General application of the method

The shown numeric results are case study specific, but the presented tools are generic. The influential characteristics (Gernaey et al., 2011) can be scaled to different situations (Flores-Alsina et al., in press). The same applies for the WWTP design (Nopens et al., 2010), which can be modified to describe full-scale process dynamics (Arnell et al., in press). In a recent study, the same ASM model structure has been tested calibrated/validated with a SBR plant treating anaerobic digester supernatants (Lindblom et al., in press). Naturally, some of the parameters had to be re-adjusted to better represent the new system, but the match between experiments and simulations was fairly close. It should be stressed that the modification of the model could give an under/overestimation of the total emissions, but the general conclusions would remain almost the same. The reader should be reminded that although the strong weight for in this study will still be very small (~5% in all cases). Note that this percentage may change depending on the framing (biogenic/non biogenic and on-site/off-site emissions).

4.6. Limitations

It is important to highlight that the N₂O models used in the study are still under development and are in the process of being validated with full-scale data. Results thus far have been promising (Lindblom et al., in press). In this paper, the NO production by AOB is based on denitrification (Lindblom et al., in press). The same applies for CH₄ behaviour (Blumensaat and Keller, 2005). In case of doing so, the environmental impact of the different pollutants used to quantify the EQI has to be changed. Moreover, future users will have to update the relative importance of energy, chemicals and sludge treatment and collection costs used to quantify the OCI in accordance to their own (local) requirements.
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that describes both mechanisms independently does not yet exist (Ni et al., 2013). Therefore, the results reflect the assumptions built into the N2O model structure of Mampaey et al., 2013.

Finally, the model should be aware that the list of emissions on which this study is based is not complete. There are other sources of GHG that potentially contribute to the overall emissions of the plant. N2O can be observed in the plant effluent (either because not all N2O is stripped out in bioreactor or because the effluent NH4+ can be converted into N2O after discharging into the river). Experimental observations have revealed that substantial stripping of methane might take place at the inlet of the WWTP (Guisasola et al., 2009).

Also, no fugitive emissions of methane are considered from the anaerobic digester or the gas turbine (Daemtan et al., 2012). In the ADM-ASM interface (Nopens et al., 2009), the quantity of methane that remains in the liquid phase is stripped, but not quantified in the model. Finally, while CO2 is included, the potential N2O and CH4 emissions from sludge disposal and reuse are not considered either although they might be up to 40% of the total emissions (EPA, 2010; Brown et al., 2010).

5. Conclusions

The key observations of the presented study can be summarized in the following points:

- The inclusion of GHG emissions provides an additional criterion when evaluating control/operational strategies in a WWTP, offering a better idea about the overall “sustainability” of plant control/operational strategies.
- Simulation results show the risk of energy-related (aeration energy in CO2) might have on the overall GWP of the WWTP.
- The importance of considering the water and sludge lines together and their impact on the total quantity of GHG emissions are shown when the temperature regime is modified and the anaerobic digester supernatants return flows controlled.
- While these observations are WWTP specific, the use of the developed tools is demonstrated and can be applied to other systems.
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Dynamic modelling of nitrous oxide emissions from three Swedish sludge liquor treatment systems

ABSTRACT

The objective of this paper is to model the dynamics and validate the results of nitrous oxide (N₂O) emissions from three Swedish nitrifying/denitrifying, nitritation and anammox systems treating real anaerobic digester sludge liquor. The Activated Sludge Model No. 1 is extended to describe N₂O production by both heterotrophic and autotrophic denitrification. In addition, mass transfer equations are implemented to characterize the dynamics of N₂O in the water and the gas phases. The biochemical model is simulated and validated for two hydraulic patterns: (1) a sequencing batch reactor; and (2) a moving-bed biofilm reactor. Results show that the calibrated model is partly capable of reproducing the behaviour of N₂O as well as the nitritation/nitration/denitritation dynamics. However, the results emphasize that additional work is required before N₂O emissions from sludge liquor treatment plants can be generally predicted with high certainty by simulations. Continued efforts should focus on determining the switching conditions for different N₂O formation pathways and, if full-scale data are used, more detailed modelling of the measurement devices might improve the conclusions that can be drawn.

Key words | ASMN, autotrophic denitrification, greenhouse gases, heterotrophic denitrification, modelling, sludge liquor treatment

INTRODUCTION

Efficient municipal wastewater treatment plant (WWTP) engineering and operation call for plant-wide process understanding, which can be summarized as mathematical models (Gernaey et al. 2014). Results from recent
investigations have shown that some ‘optimal’ WWTP operational strategies, e.g. operation with intermittent aeration (Yu et al. 2010) and/or low dissolved oxygen (DO) setpoints (Kampschreur et al. 2009) might be ‘sub-optimal’ in certain respects because of the risk of elevated emissions of the undesired greenhouse gas nitrous oxide ($\text{N}_2\text{O}$). This is possibly due to lack of generally applicable knowledge and models that capture all aspects related to $\text{N}_2\text{O}$ formation and thus an inability of WWTP simulators to predict the emissions with certainty.

Based on new knowledge of the biological mechanisms of $\text{N}_2\text{O}$ production and emission of $\text{N}_2\text{O}$ and integrate these processes with the traditional activated sludge models (ASM) (Henze et al. 2000; Hiatt & Grady 2008; Mampaey et al. 2013; Ni et al. 2013; Pan et al. 2014). The aim is to increase the understanding of the $\text{N}_2\text{O}$ production mechanisms and eventually to allow for mitigation of the emission, e.g. by developing appropriate control strategies. The paper by Flores-Alsina et al. (2014) clearly demonstrates how seemingly good control strategies for WWTPs in terms of improved effluent quality and lower operational costs may actually lead to a dramatic increase in greenhouse gas emissions, thereby partly counteracting the original purpose of the control.

In this study, process models for sequencing batch reactor (SBR) and biofilm systems – including available $\text{N}_2\text{O}$ production models – for treating sludge liquors from anaerobic digestion of municipal primary, secondary and chemical sludge have been developed, implemented in the software (Matlab-Simulink®) and evaluated to test if a combination of the above-mentioned biological reaction models can be calibrated and validated using full-scale data.

**MATERIAL AND METHODS**

**Full-scale data sets**

The models are calibrated to reproduce the data sets from three Swedish full-scale systems denoted SBR_N/DN, SBR_NO2 and MBBR_AMX:

- **SBR_N/DN**: $\text{N}_2\text{O}$ measurements performed by Stenström et al. (2014), who investigated a nitrification(N)-denitification(DN) SBR process at Slotshagen WWTP (Norrköping, Sweden);
- **SBR_NO2**: $\text{N}_2\text{O}$ measurements performed by Gustavsson & la Cour Jansen (2011), who investigated a nitrification only SBR process at Sjöcluda WWTP (Malmö, Sweden);
- **MBBR_AMX**: $\text{N}_2\text{O}$ measurements performed by Yang et al. (2013), who investigated a one-stage nitritation-anammox moving-bed biofilm reactor (MBBR) process at Hammarby-Sjöstad pilot plant (Stockholm, Sweden).

The three case studies involve treatment of real anaerobic digestion sludge liquor and all include measurements of traditional wastewater variables (online and grab samples) and online measurements of $\text{N}_2\text{O}$ (water and/or gas phase). The reader is referred to the original papers for further details about the experiments.

**Mathematical models**

Considering the experimental data of the three case studies, a biological process model including heterotrophic ($X_{R,\text{B}}$) and ammonia oxidizing bacteria ($X_{\text{AOB}}$) denitrification was hypothesized to be able to describe the measurements. The model was initially based on the ideas summarized in Hiatt & Grady (2008). This model (ASM) extends the well-recognized ASM1 (Henze et al. 2000) with two nitrifying populations: $X_{\text{AOB}}$ and nitrite oxidizing bacteria ($X_{\text{NOB}}$). The use of ASMN is partly motivated by the fact that free ammonia ($S_{\text{NH}_3}$) and nitrous acid ($S_{\text{NO}_2}$) are considered as substrates for $X_{\text{AOB}}$ and $X_{\text{NOB}}$, respectively. These components are temperature- and pH-dependent, which is important to consider while modelling sludge liquor treatment processes. Moreover, the sequential four-step heterotrophic denitrification of nitrate ($S_{\text{NO}_3}$) to nitrogen gas ($\text{N}_2$) in the model is via nitrite ($S_{\text{NO}_2}$), nitric oxide ($S_{\text{NO}}$) and nitrous oxide ($S_{\text{NO}_2}$); both $S_{\text{NO}_2}$ and $S_{\text{NO}}$ are important components to consider for $\text{N}_2\text{O}$ production by $X_{\text{AOB}}$ (Chandran et al. 2011). ASMN does not include AOB $\text{N}_2\text{O}$ production, which, as pointed out by Gustavsson & la Cour Jansen (2011) and Stenström et al. (2014) amongst others, potentially is a governing process for $\text{N}_2\text{O}$ formation in biological sludge liquor treatment systems. To date, $\text{N}_2\text{O}$ is believed to be produced by AOB through two different pathways (Chandran et al. 2011; Ni et al. 2014): (1) AOB denitrification; and (2) incomplete oxidation of hydroxylamine, hereby denoted the $\text{NH}_2\text{OH}$ pathway. In Ni et al. (2013), four different models, each including one of the pathways, were compared with data sets from different systems. None of the models could describe all data sets accurately and recently, Ni et al. (2014) therefore presented an integrated model in which both pathways are included. Thereby it is suggested that shifts of the dominating pathway, due to different process conditions during nitrification (mainly DO and $\text{NO}_2$ concentrations), can be
predicted. Unfortunately, the two-pathway model adds significantly to model complexity as electron competition, with several additional model parameters, is included. Since this work considers N2O production also by heterotrophic denitrification it was, to confine the model complexity, decided to implement a one-pathway model for AOB N2O production, i.e. the AOB denitrification pathway. Moreover, the model by Ni et al. (2014) was not available by the time this project had to decide upon which model to apply. Among the two AOB denitrification models evaluated by Ni et al. (2013), the one proposed by Mampaey et al. (2015) was selected for implementation because it does not contain additional model components and therefore is relatively easy to integrate with ASMN. In the resulting integrated model, XAOB are also capable of reducing SNHNO2 to SNNO and further into SN2O. The assumed reaction rates for XAOB denitrification (rN2O,AOB,den [g N m\(^{-3}\) d\(^{-1}\)]) are shown in Equations (1) and (2):

\[
r_{\text{N2O,AOB,den}} = f_{\text{NTA}} \mu_{\text{AOB}} \frac{S_O}{K_{\text{OA OB}} + S_O} - \frac{S_{\text{NH3}}}{K_{\text{NH3,AOB}} + S_{\text{NH3}}} - \frac{S_{\text{SNHNO2}}}{K_{\text{SNHNO2,AOB}} + S_{\text{SNHNO2}}} \cdot X_{\text{AOB}} \\
\text{(1)}
\]

\[
r_{\text{N2O,AOB,den}} = \frac{\mu_{\text{AOB}}}{Y_{\text{AOB}}} \frac{S_O}{K_{\text{OA OB}} + S_O} - \frac{S_{\text{NH3}}}{K_{\text{NH3,AOB}} + S_{\text{NH3}}} - \frac{S_{\text{NNO}}}{K_{\text{NNO,AOB}} + S_{\text{NNO}}} \cdot X_{\text{AOB}} \\
\text{(2)}
\]

In the original model, the same half-saturation coefficients \(K_{\text{OA OB}}\) and \(K_{\text{NH3,AOB}}\) are assumed for \(X_{\text{AOB}}\) aerobic ammonia oxidation and \(X_{\text{AOB}}\) denitrification. The parameters \(K_{\text{SNHNO2,AOB}}\) and \(K_{\text{NNO,AOB}}\) are unique for \(X_{\text{AOB}}\) denitrification. It should be highlighted that, although not included in the presented model, incomplete oxidation of NH2OH may also play an important role in the N2O production of the three case studies. Finally, growth and decay processes of anammox active biomass (\(X_{\text{AMX}}\)) according to Hao et al. (2002) were included in the biological process model. \(X_{\text{AMX}}\) convert \(S_{\text{NH4}}\) and \(S_{\text{NNO}}\) to mainly nitrogen gas and also \(S_{\text{NNO}}\) in the absence of oxygen.

Stripping (mass transfer) equations for the gases were implemented as in Foley et al. (2011). In the three case studies, the monitored DO concentration is used as the input to a controller that adjusts the \(k_{\text{L,AR2}}\) of the modelled systems. The applied diffusivities of N2O and O2 are 1.77 \(10^{-9}\) m\(^2\)/s and 2.12 \(10^{-9}\) m\(^2\)/s, respectively, yielding \(k_{\text{L,AR2}} = 0.91 k_{\text{L,AR2}}\). The simulated flux of N2O in the off-gas (\(F_{\text{N2O}} [\text{kg N d}^{-1}]\)), which is used to validate the model behaviour with the measured emissions, is then given by \(F_{\text{N2O}} = k_{\text{L,AR2}} S_{\text{N2O}} V_{\text{AER}}\), with \(V_{\text{AER}} [\text{m}^3]\) denoting the aerated water volume. The simulated \(k_{\text{L,AR2}}\) values are within the range of 300 to 600 d\(^{-1}\). Thus, the half-life of possibly accumulated \(S_{\text{N2O}}\) during stripping is only a few minutes. Any long-term dynamic variation of N2O emissions is therefore, according to the model, due to variations of the biological reaction rates. However, the stripping/flux equation might represent an overly simplified version of reality. For example, the retention time of the bubbles in the reactor, the measurement devices and stripping during non-aerated conditions have not been taken into account.

The reactive settler model developed within the benchmark simulation model (BSM) framework (Flores-Alsina et al. 2012) was expanded with variable layer heights (e.g. during filling) and layer mixing (e.g. during aeration) to describe the SBR behaviour of the SBR_N/DN and SBR_NO2 systems. The biofilm model, used to model the MBBR anammox system (MBBR_AMX), was inspired by the implementation in the commercial software platform WEST 3.7.3 (DHI 2011). According to this model, the bulk water volume is separated from the biofilm, which, in turn, is divided into 10 layers. Soluble components are transported by diffusion between the biofilm layers and bulk, proportionally to the concentration gradients. Particulate material attaches to the outermost layer of the biofilm and detachment occurs from all layers as the biofilm thickness exceeds a user-defined maximum value.

RESULTS AND DISCUSSION

In this section, the results of the three case studies are shown and discussed. A summary of applied parameter values is given in Table 1.

Nitrification/denitrification SBR, case SBR_N/DN

Recorded DO and pH values (Figures 1(a) and 1(d)) as well as flow rate data were directly used as model inputs. The process temperature was constant (30.3 °C).

During the measurement period of 16 hours used for model calibration the NH4-N load to the SBR plant was 180 kg N d\(^{-1}\). The SBR_N/DN cycle of 8 hours starts with 3.5 hours of anoxic denitrification including 2 hours of
filling. Initially, the accumulation rate of $S_{2O}$ is almost equal to the denitrification rate of $S_{NO3}$ indicating that the final step of heterotrophic denitrification is inhibited (Figures 1(c) and 1(g)). At $t = 1.5$ h ethanol is dosed to the process and $S_{2O}$ in the water phase is immediately reduced. To model these observations with ASM the heterotrophic $N_2O$ denitritication process without ethanol must be almost completely inhibited. The original ASM inhibition term for $S_{NO}$ was replaced by $S_{2O}$ inhibition (Zhou et al. 2008) since no information of $S_{NO}$ concentrations was available. Despite several attempts this drastic shift, between complete and no inhibition because of a low availability of readily biodegradable substrate ($S_{3}$), could not be captured by the original ASM model and motivated the extension with an additional model component representing ethanol, $S_{EtOH}$ [g COD·m$^{-3}$]. This state variable was assumed to affect the process in the same way as $S_{3}$, with the exception that the half-saturation coefficient ($K_{S,EtOH,5}$) for the last step of denitrification, heterotrophic growth with $S_{EtOH,5}$ as substrate and $N_2O$ as electron acceptor, is set to a low value (1 g COD·m$^{-3}$). For the same process, but with $S_{3}$ from the influent sludge liquor as substrate, the half-saturation coefficient ($K_{S,EtOH,5}$) was given a high value (100 g COD·m$^{-3}$). Although there might be a physical explanation for the varying values of the half-saturation coefficients, they should in this case be considered as lumped values to model the inhibition without external carbon. However, according to the simulation results, $S_{2O}$ starts to accumulate again as ethanol is consumed, a phenomenon that was not measured and indicates that separated growth on internal and added substrates is not necessarily the actual process governing the $S_{2O}$ formation. Pan et al. (2014) recently published a new model for the denitrification process that, in comparison with ASM, better describes electron competition and the dynamics of denitrification intermediates in a number of experiments. Adopting the concepts of this model might be a way to fully describe the observed heterotrophic denitrification process of the SBR_NDN case.

Ammonia oxidation starts instantly when aeration is initiated at $t = 3.5$ h (Figures 1(a) and 1(b)). The associated $N_2O$ emissions are shown in Figure 1(f). A sharp peak in the simulated emission is seen at the start of the aeration due to stripping of the partially faulty prediction of anoxic $N_2O$ accumulation (Figure 1(g) between $t = 5.0-5.5$ h). The maximum measured $N_2O$ emission is reached after 1 hour of aeration with absence of measured accumulated $S_{2O}$ from the preceding anoxic phase. Thus, the emission is mainly due to $N_2O$ production during aerobic conditions and according to the implemented model to AOB
denitrification. The $X_{\text{AOB}}$ affinity coefficient for $S_{\text{HNO}_2}$ appears relatively low since $S_{\text{HNO}_2}$ peaks after 2.5 hours of aeration (Figure 1(c)). As will be shown in the next case study as well, the studied emission seems to be correlated with $S_{\text{NH}_3}$ and in the model this has been accounted for by choosing a separate half-saturation coefficient for $S_{\text{NH}_3}$ during AOB denitrification, $K_{\text{NH}_3,\text{AOB,DN}}$ [g N·m$^{-3}$]. The used value is seven times higher compared with the value of $K_{\text{NH}_3,\text{AOB}}$ (0.053 g N·m$^{-3}$) for aerobic ammonia oxidation, see Table 1. It must be stated that incomplete $\text{NH}_2\text{OH}$ oxidation might also contribute to the emission but according to results in Ni et al. (2014), the moderate concentrations of NO$_2$ (15–40 mg N L$^{-1}$) and DO (1–2 mg O$_2$ L$^{-1}$) supports the assumption that AOB denitrification is the dominating pathway in this case.

**Nitritation only SBR, case SBR_NO2**

During the measurement period of 24 hours used for model calibration the NH$_4^+$-N load to the SBR plant was 710 kg N d$^{-1}$. The temperature in the SBR process was similar to SBR_N/DN, 31.7 °C. An important difference is, however, that in SBR_NO2 the pH was controlled at 6.8. The SBR_NO2 cycle of 6 hours starts with aeration and filling. $S_{\text{NH}_4}$ increases until filling stops after 1.5 hours (Figure 2(b)). During the subsequent aerobic batch mode phases, the nitritation process proceeds until aeration is switched off. A fixed constant airflow is applied during each cycle but the total length of the aerated phases is varied. This also means that the time periods for the anoxic settling phases that make up the end of each cycle vary.

The SBR process had been operated for nitritation only during several months prior to this measurement campaign and the sludge was therefore enriched with $X_{\text{AOB}}$. The DO data (Figure 2(a)) indicate that the oxygen demand of the sludge decreases when $S_{\text{NH}_4}$ decreases below 50 g N m$^{-3}$, which was modelled by a half-saturation coefficient ($K_{\text{NH}_3,\text{AOB}}$) value of 0.14 g N m$^{-3}$, corresponding to 24 g NH$_4$-N L$^{-1}$.

The sharp simulated peaks at the beginning of each phase (not reflected in the measurement data) are due to stripping of accumulated $S_{\text{N}_2\text{O}}$ during anoxic conditions. Consequently, as stripping according to the model occurs fast, the decrease in N$_2$O production throughout the aeration phase must be explained by aerobic biological N$_2$O production. The N$_2$O emissions reach 30–75 kg N d$^{-1}$ and decrease to 10–15 kg N d$^{-1}$ at the end of the aerobic phases (Figure 2(e)). In the most extreme cycle (t = 18–24 h), the emission at the end of the aerated phase is only 20% of the maximum
emission during that same phase. Considering Equation (1), \( S_{NO2} \) in the process varies around 500–600 g N m\(^{-3}\) during the nitritation phase (Figure 2(c)). This variation corresponds to 0.15–0.18 g HNO\(_2\)-N m\(^{-3}\) with the pH being controlled at \( \approx 6.8 \) and a temperature of 31.7 °C. Since the concentrations are always high they are believed not to represent any major cause for the varying N\(_2\)O emissions. \( S_{O} \) actually increases throughout the aeration phase, a phenomenon that according to the model could increase the N\(_2\)O production (in contrast to the observations).

Opposite to the SBR\(_N/DN\) case this study includes measurements of NO offgas concentrations, which were relatively stable. This is reflected by the almost constant calculated NO emissions shown in Figure 2(d). Considering Equation (2), \( S_{NO} \) does therefore not explain the dynamic N\(_2\)O emissions.

The attempt to fit the AOB denitrification model (Equations (1) and (2)) to the measurement data is not successful and requires the inclusion of – as was also done for SBR\(_N/DN\) – a unique \( S_{NH3} \) half-saturation coefficient for AOB denitrification (\( K_{NH3, AOB, DN} \)). By choosing a high value (1.0 g N m\(^{-3}\)) the \( S_{NH3} \) dependency changes towards a linear relation and part of the dynamics can be modelled.

In the original paper describing the experimental data (Gustavsson & la Cour Jansen 2014), a linear relation between the length of the anoxic phase and emitted mass of N\(_2\)O was proposed. The implemented model can be adjusted to explain this phenomenon as seen in the varying peak \( S_{NO2} \) concentrations before aeration (Figure 2(f)). However, as already noted, the sharp peaks in the simulated emissions due to stripping were not experimentally supported.

The overall conclusion based on the reasoning above, and several attempts to simulate the model with various parameter sets, is that the ASMN/Mampaey model may not be feasible for explaining the complete dynamics of nitrous oxide emissions from SBR\(_{NO2}\).

It has been shown by laboratory experiments (Law et al. 2013) and modelling (Ni et al. 2014) that the high nitrite concentrations (500–600 g N m\(^{-3}\)) in combination with moderate DO concentrations (1.2–2.0 mg O\(_2\) L\(^{-1}\) of case SBR\(_{NO2}\) would imply that the contribution of the NH\(_2\)OH pathway to the total N\(_2\)O emission is substantial. As was shown above (Figure 2) it is difficult to calibrate the Mampaey AOB denitrification model to the data without applying a very high value of the \( K_{NH3, AOB, DN} \) parameter (1.0 mg NH\(_3\)-N/L or 175 mg NH\(_4\)-N/L). The NH\(_2\)OH pathway model presented by Law et al. (2012) could potentially
describe the data better. In that model it is assumed that the intermediates NH₂OH and NOH can accumulate if the AOB NH₃ oxidation process rate is high (e.g. at high DO and high S_{NH₃}). N₂O production is then modelled following first-order kinetics as chemical decomposition of NOH. Thus if the accumulation proceeds so that the concentration of NOH is linearly proportional to S_{NH₃} the NH₂OH pathway model could probably better describe the observations of case SBR_NO₂.

**MBBR anammox, case (MBBR_AMX)**

The influent sludge liquor originated from the full-scale anaerobic digestion process at Bromma WWTP in Stockholm, Sweden. During the measurement period of 24 hours used for model calibration the ammonia load to the pilot-scale reactor was 70 g N d⁻¹ or 1.7 g N·(m²·d)⁻¹. This load corresponds to, compared to other periods, a low load and the amount of biomass in the system should therefore not have limited the total N removal efficiency (88%). The pH and temperature were relatively constant at 7.1 and 25°C, respectively.

The simulated amounts of biomass in the bulk and biofilm are shown in Figure 3(a). X_AMX dominates and is present throughout the entire biofilm. The process is intermittently aerated 45 out of 60 minutes (Figure 3(d)) and X_AMX therefore has the possibility to also grow in the outer layers. X_AOB and a small amount of X_NOB are also present in the outer layers. Note that a significant amount of biomass is found in the bulk water volume (shown as dots in Figure 3(a)). In the model, and according to experimental observations, there is heterotrophic activity in the system as well due to decay and a small amount of biodegradable organic matter present in the influent.

Simulation results show that, compared to the previous case studies, the relatively low N₂O emissions of 0.5% during the studied period can be explained by heterotrophic denitrification. In the demonstrated simulations (Figure 3), the ASMvN default parameters for X_B,H were used. Approximately 3% of the influent S_{NH₄} is converted via nitrification and heterotrophic denitrification and 20% out of this amount is accumulated as S_{N₂O}, probably because of low S_{O₂} concentrations from hydrolysis of particulates in the biofilm. The resulting emissions of N₂O are similar to the measurements and therefore, to simplify, the AOB denitrification process equations of the model was deactivated in this case. It should, however, be noticed that higher emission rates of N₂O were measured during other periods of the

---

**Figure 3**  Scenario MBBR_AMX: (a) Simulated amounts of active biomass in each of the 10 biofilm layers (lines) and bulk (dots). In total, the biofilm (40 m²) contains 1,200 g TS (solids). (b), (c), (e), (g): Simulated concentration profiles during the end of aerobic (blue line) and anoxic (black line) conditions. (c), (d), (f), (h): Measured (markers) and simulated (solid lines) concentrations and mass flows. (c), (d) and (f) show bulk concentrations. Please refer to the online version of this paper to see this figure in colour.
measurement campaign with higher nitrogen loads and different DO operational settings, which might indicate AOB denitrification and/or incomplete NH$_3$OH oxidation. The reader is referred to Yang et al. (2015) for further information.

Figure 3(f) shows the simulated and measured bulk $S_{\text{NH}_4}$ concentrations. $S_{\text{NO}_3}$ varies between 60 and 65 g N m$^{-3}$ and both $S_{\text{NH}_4}$ and $S_{\text{NO}_3}$ fully penetrate the modelled biofilm. Figures 3(b), 3(e) and 3(g) show simulated concentration profiles from the bulk water through the biofilm layers on two occasions. The black line shows the profile after 15 minutes of anoxic conditions in the bulk while the grey (blue) line shows concentrations after 45 minutes of aeration. From these results it can be seen that $S_{\text{NO}_2}$ (Figure 3(e)) is produced in the outer layer during aerobic conditions and penetrates almost the entire biofilm. When aeration is turned off, $S_{\text{NO}_2}$ is consumed by X$_{\text{AMX}}$ and X$_{\text{B}}$. During anoxic conditions, $S_{\text{NO}_2}$ diffuses into the biofilm where it is converted by heterotrophic denitrifiers. As aeration is turned on $S_{\text{NO}_2}$ in the bulk volume decreases due to stripping and the diffusion changes direction so that $S_{\text{NO}_2}$ moves from the biofilm to the bulk.

The simulated N$_2$O emissions are shown in Figure 3(b). Although much lower, emissions were also measured during non-aerated phases, a phenomenon that was not included in the model. The simulated and measured dissolved N$_2$O concentrations are shown as time-series in Figure 3(c). $S_{\text{N}_2\text{O}}$ accumulates during anoxic conditions, which is also seen as peaks in the N$_2$O emission as aeration is turned on. The measurement data do not show a clear pattern but occasionally it can be seen that $S_{\text{N}_2\text{O}}$ increases during anoxic conditions. The simulated $S_{\text{N}_2\text{O}}$ concentrations are generally lower than the measured ones. Based on the implemented model it is difficult to calibrate this effect because $F_{\text{N}_2\text{O}}$ (which is quite well predicted) is proportional to $S_{\text{N}_2\text{O}}$ and $k_{\text{LN}_2\text{O}}$. Thus, if the measurements are correct, either the stripping/flux model (including the diffusion coefficients) or the estimated $k_{\text{LN}_2\text{O}}$ need to be modified.

**Applied parameter values**

In Table 1, a summary of the parameter values for $X_{\text{B,H}}$ and $X_{\text{AOB}}$ are shown. The table includes the values that differ from the original publications and show the major differences between the three case studies. Significant inhibition of heterotrophic denitrification was observed in SBR$_N$/DN only motivating the parameter values $K_{85}$, $K_{\text{LEOH},5}$ and $K_{\text{HEH}_2\text{NO}_2}$. The high value of $K_{\text{NH}_3\text{AOB}}$ in SBR$_{\text{NO}_2}$ is probably due to the nitritation only operation with rather high NH$_3$ concentrations. A plausible explanation for the lower value of $\mu_{\text{AOB}}$ in SBR$_{\text{NO}_2}$ compared to SBR$_N$/DN is inhibition due to the high HNO$_2$ concentrations. High concentrations of NO$_2$ have been shown to have an inhibitory effect on AOB N$_2$O production as well (Law et al. 2015). However, since there are no available data with low NO$_2$ concentrations in the SBR$_{\text{NO}_2}$ case this cannot be validated and the potential inhibition effect is therefore lumped into the calibrated value of the $\kappa_{\text{DNT,A}}$ parameter. AOB denitrification was not simulated in MBBR$_{\text{AMX}}$ and therefore values of $\kappa_{\text{DNT,A}}$, $K_{\text{NH}_3\text{AOB},\text{DN}}$, $K_{\text{HNO}_2\text{AOB}}$ and $K_{\text{NO}_\text{AOB}}$ are not given for this case.

**Conclusions**

The implemented biological process model, together with physical models for the SBR- and MBBR-processes, can partly describe the N$_2$O emission data from the three case studies.

The AOB denitrification model, which was adopted from Mampaey et al. (2015), could adequately describe the behaviour of the nitrifying/denitrifying SBR (SBR$_N$/DN). For the *nitritation only* SBR system (SBR$_{\text{NO}_2}$) a high correlation to the ammonia concentration had to be assumed and may indicate that the implemented model is not able to fully describe the dynamics of the real system. It is possible that N$_2$O production by incomplete oxidation of NH$_3$OH, which was not included in the model, is dominating in this case.

The four-step denitrification model, which was adopted from Hiatt & Grady (2006), could be used to model accumulation of dissolved N$_2$O during anoxic conditions in the nitriﬁying/denitrifying SBR (SBR$_N$/DN). To model the drastically decreased N$_2$O emission caused by addition of ethanol, an additional COD state variable had to be added.

The stripping/flux equation in the implemented model may be overly simpliﬁed. It results in sharp N$_2$O gas emission peaks that are not observed experimentally. For simulation of full-scale N$_2$O emission data in general, the retention time of the gas including the measurement devices would probably improve the conclusions that can be drawn regarding N$_2$O formation pathways.

The N$_2$O emissions from the studied MBBR anammox process (MBBR$_{\text{AMX}}$) data were satisfactorily simulated by assuming heterotrophic denitrification only. Results from other studies, indicate that AOB N$_2$O production may occur as well.
ACKNOWLEDGEMENTS

Dr Lindblom, Mr Arnell and Ms Yang acknowledge the financial support obtained through the Swedish Research Council Formas (contract no. 211-2010-141 and 211-2010-148), the Swedish Water & Wastewater Association (contracts no. 10-106, 10-107 and 11-106) and the J. Gust. Richert Memorial Foundation (contract no. PIAH/11-58). Dr Flores-Alsina gratefully acknowledges the financial support provided by the People Program (Marie Curie Actions) of the European Union’s Seventh Framework Programme FP7/2007–2013 under REA agreement 292934. Results based on this paper were presented at the IWA World Water Congress in Lisbon, Portugal, 21–26 September 2014.

REFERENCES


DHI 2011 WEST: Modelling Wastewater Treatment Plants – User Guide. DHI, Hørsholm, Denmark.


Aeration System Modelling - Case Studies From Three Full-scale Wastewater Treatment Plants

Arnell, M.*** and Jeppsson, U.*
* Division of Industrial Electrical Engineering and Automation (IEA), Department of Biomedical Engineering (BME), Lund University, Box 118, 221 00 Lund, Sweden.
** SP Urban Water Management, Gjuterigatan 1D, 582 73 Linköping, Sweden.

Keywords: aeration

Summary of key findings
The water train of three WWTPs have been modelled following the procedures of the Benchmark Simulation Model (BSM) platform (Gernaey et al., 2014). Additionally the aeration system has been modelled to evaluate airflows and energy performance. The results for the airflow model are presented. The chosen airflow model is shown to be easy to apply and calibrate and robust for practical modelling cases. By simply adjusting the SOTE-polynomial, number of diffusors and airflow limitations the model replicates the real data at a level of detail suitable for most purposes where the evaluation is based on longer time averages. For peak demand evaluation the whole treatment model with influent characterization, model calibration and controllers need to be more detailed than done here. Modelling the airflow is important to allow for evaluation of air consumption, aeration energy performance and for communication of simulation results to plant staff and operators.

Background and relevance
The development of mathematical models of wastewater treatment processes has been in progress for over 30 years. Today modelling and simulation are widely accepted tools for decision-making support in wastewater management (Daigger et al., 2011). The term 'model' here represents an abstract mathematical representation of a real system. The model cannot - and does not intend to - be a complete representation of the subject system. Rather, it is important to select an adequately complex model for the intended use (Olsson, 2012).

For evaluating performance and efficiency of wastewater treatment plants (WWTPs) aeration of the activated sludge unit is one of the key processes. The conventional models, i.e. the IWA activated sludge model (ASM) family, are known to well describe the oxygen consumption for most practical applications. However, these bioprocess models normally use $K_L a$ to describe the oxygen input. $K_L a$ input is not a practical unit measured or controlled at the WWTPs and there are several reasons for extending the model to include airflow: i) airflow can easily be validated against measurements; ii) airflow can be used for detailed modelling of power consumption for aeration; and iii) airflow is more communicative towards professionals at the utilities. This paper describes the implementation of an aeration model applied to three recent modelling studies of Swedish WWTPs.

Material and methods
The model developed includes the main parts of the aeration system, such as oxygen transfer in the diffusors, pressure drop over diffusors and power consumption in blowers, see Fig. 1. In this paper only the oxygen transfer model for the diffusors is presented. The oxygen transfer model is adopted from Beltran (2013). The model by Beltran (2013) was chosen prior to alternative models, such as the one by Dold and Fairlamb (2001), for its physical mechanistic approach and transparency rather than empirical equations based on parameters that are hard to estimate. The model describes a non-linear relationship between $K_L a$ and airflow according to Equation 1:

$$K_L a = aF (1.024 T^{-20}) \frac{OTE_{STP} xO_2_{STP}}{V_L M_{O_2} \rho_{STP} \delta_{%sat,STP}} Q_{air}$$

where $a$ is the process water correction factor, $F$ is the diffusor fouling factor, $T$ is process water temperature, $OTE$ is the oxygen transfer efficiency, $xO_2$ the fraction of oxygen in dry air, $\rho$ the density.
of air, $V_L$ the reactor liquid volume, $M_G$ the weighted molar mass of air, $\delta$ is the correction factor for liquid column pressure, $S_{O_2, sat}$ is the oxygen concentration in process water and $Q_{air}$ the airflow. Index $STP$ denotes standard temperature and pressure.

The oxygen transfer efficiency is a non-linear relationship specific for each diffusor type and installation, varying with submersion depth and diffusor density. In this model a polynomial fit of SOTE-data over the whole airflow range is used. SOTE-data for the three plants was retrieved and the model fitted to the data, see Fig. 2. For the three case studies no recent measurements for $\alpha$ values were available, and therefore values in the range of 0.6 to 0.8 were assumed.

The three WWTPs indexed 1 to 3 represent middle-sized to large WWTPs in southern Sweden. Common for all plants is that they are well equipped and controlled. The aeration control strategy for WWTP 3 is adopted from the Kruger STAR system (Rosen and Arnell, 2007) with intermittent aeration where the time periods of the aerated and not-aerated phases as well as the DO set-points are controlled based on feedback from on-line NH4-N and NO3-N measurements in the bio-reactor effluent. Basic information of the three WWTPs and their aeration systems are given in Table 1. The main purpose of modelling the thee plants was to analyse future expansions plans and the evaluations were made on annual, quarterly or at most monthly basis. The water train of all three plants were modelled in Matlab/Simulink based on the BSM2 with the same selection of sub-models, except for the secondary clarifier that was modelled using the model by Burger et al. (2013) with 10 layers.

Table 1. Specifications of the three WWTPs in the case study.

<table>
<thead>
<tr>
<th></th>
<th>WWTP 1</th>
<th>WWTP 2</th>
<th>WWTP 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plant load [pe]</td>
<td>270 000</td>
<td>93 000</td>
<td>180 000</td>
</tr>
<tr>
<td>Water treatment train</td>
<td>Primary / MLE \ w precipitation / sec. clarifier / sand filters</td>
<td>Primary with CEPT / MLE with bio-augumentation / sec. clarifier / post precipitation &amp; sed.</td>
<td>Primary with CEPT / ASP / sec. clarifier / post DN / post precipitation &amp; sed.</td>
</tr>
<tr>
<td>ASP aerated volume</td>
<td>44 000</td>
<td>4 030</td>
<td>9 110</td>
</tr>
<tr>
<td>Diffusor type</td>
<td>Fine bubbled bottom aeration system with rubber membrane circular discs</td>
<td>Fine bubbled bottom aeration system with rubber membrane circular discs</td>
<td>Fine bubbled bottom aeration system with rubber membrane panels</td>
</tr>
<tr>
<td>Diffusor submersion depth [m]</td>
<td>10</td>
<td>3.5</td>
<td>3.5</td>
</tr>
<tr>
<td>Aeration control strategy</td>
<td>Fixed DO set-point</td>
<td>Fixed DO set-point</td>
<td>Intermittent aeration with controlled DO set-point based on NH4-N and NO3-N feedback</td>
</tr>
</tbody>
</table>
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Figure 2 SOTE-data for the three WWTPs (black dot) at actual submersion depths and diffusor densities. Polynomial fit used in model (blue line).

Results

Resulting airflow curves for the three WWTP models are shown in Fig. 3 together with corresponding data. For WWTP 1 and 3 hourly average data were available but for WWTP 2 only daily averages. In Table 2 average airflows together with goodness of fit measures are presented. The goodness of fit is presented both as deviation of average airflows from averaged data and as normalised root mean squared errors evaluated with the Matlab goodnessOfFit function on step-wise averaged model outputs (hourly or daily) and data.

**WWTP 1**

In the model representing WWTP 1 four consecutive PI-controllers with four corresponding measurements were implemented. At the plant this advanced DO control set-up is only implemented for two out of five parallel lines. However, for this specific model purpose the parallel lines were modelled as one. As shown in Fig. 3, the modelled airflow is more smoothly controlled compared to the measurements but both the general air flow level and trends are captured. As for the averages and goodness of fit criteria in Table 2 the deviation is very small, only 4.4%, but the goodness of fit number not as good.

**WWTP 2**

As seen in Fig. 3 also the model results for the second WWTP in the study demonstrate a good fit with regard to the level and trends in airflows by only adjusting the SOTE curve and airflow limitations. Here the deviation is somewhat higher, 13%, but the goodness of fit much better. The WWTP 2 is the smallest plant and also less monitored and controlled than the other two. When calibrating the aeration model it is obvious that there are some effects not explained during the winter months (day 245 to 375). The drop in measured airflow around day 350 corresponds to a sharp peak in the ammonia concentration that the model fails to predict. Potentially the plant was exposed to some inhibitory or toxic events during this period.

**WWTP 3**

At the third plant the comparison is more difficult. The intermittent aeration strategy based on feedback of the treatment result makes the aeration go on-off with phases of varying length and time. At the plant the aeration phases for the 8 parallel lines are also shifted in time for practical reasons and the model simplification of reducing all the parallel lines into one cannot account for that shift. The model produces a good prediction of treatment performance. From the aeration model output in Figure 3 it can be seen that the aeration system goes on-off between 0 and the maximum air flow repeatedly and also that during some periods there are air supply limitations as the model predicts maximum airflows for the entire aerated phase. The hourly measured averages of the parallel lines are not suitable for comparison on a short time basis. However, the average values presented in Table 2 show that the deviation is only 5.3% and the goodness of fit is also adequate.
Figure 3. Total airflows from the three case studies – model (blue line) and data (black dot).
Air flows over the whole evaluation period (top) and week or day selection (bottom).

Table 2. Goodness of fit of the airflow model for the three case studies. Airflow averages over the one year evaluation period for model and data, deviation between data and model averages. Goodness of fit value for the dynamic data.

<table>
<thead>
<tr>
<th>WWTP 1</th>
<th>WWTP 2</th>
<th>WWTP 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_{air} model annual average [m³/d]</td>
<td>2.96e+05</td>
<td>1.57e+05</td>
</tr>
<tr>
<td>Q_{air} data annual average [m³/d]</td>
<td>2.83e+05</td>
<td>1.39e+05</td>
</tr>
<tr>
<td>Deviation [%]</td>
<td>4.4</td>
<td>13</td>
</tr>
<tr>
<td>Goodness of fit [-]</td>
<td>-8.6</td>
<td>0.032</td>
</tr>
</tbody>
</table>
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Abstract: To assess the full energy recovery potential of a wastewater treatment plant, modelling and simulation of anaerobic co-digestion in a plant-wide perspective have to be further developed. A critical problem to address is the characterisation of substrates needed for proper application of the Anaerobic Digestion Model no.1, both characterisation of COD and biokinetic substrate dependent parameters, i.e. the hydrolysis rate and the maximum biogas potential. This study examines two available models for estimating the hydrolysis rate and the maximum biogas potential from biomethane potential tests and assesses the uncertainty of the models. 18 data sets from full-scale systems representing different substrates were examined and it was concluded that a first-order model was superior to a switching-type model for most of the data sets.
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Introduction

The objective for wastewater treatment plants (WWTPs) has traditionally been effluent water quality under the constraints of technical feasibility and cost. During recent years the scope has widened to also cover energy efficiency, greenhouse gas mitigation and resource recovery from wastewater – all together increasing the focus on anaerobic digestion at WWTPs (Frijns et al., 2013).

In light of the increased focus on digestion, it is important that it is possible to evaluate the performance and operation of digestion at WWTPs. Modelling and simulation is a powerful tool for evaluation provided that common applications for anaerobic digestion are included. One application that nowadays is common at WWTPs is anaerobic co-digestion of different organic wastes together with sewage sludge (Zitomer et al., 2008). The Anaerobic Digestion Model no. 1 (ADM1) presented by Batstone et al. (2002) is a general anaerobic digestion model that have been used for different applications including modelling of co-digestion (Zaher et al., 2009; Lübken et al., 2007). For any modelling/simulation assignment one of the most critical tasks is to characterise the influent properly in terms of the state variables of the model. This is equally true for modelling of anaerobic co-digestion. There are studies in literature exploring methods to characterise WWTP sludges, but only a few of those studies deal with characterisation of more complex substrates (Mata-Alvarez et al., 2011). The problem can be divided into two parts: i) characterisation of organic material (COD), nitrogen, charge, etc.; and, ii) determination of substrate dependent biological parameters.

This work focuses on determination of substrate dependent biological parameters and compares two published models used for the determination of the hydrolysis rate and biogas potential from bio-methane potential (BMP) tests using non-linear parameter estimation. BMP tests are controlled experiments with excess inoculum
where the methane production is monitored over time and are commonly used to estimate the extent and rate of degradation of substrates in anaerobic digestion.

This study compares two models previously published by Angelidaki et al. (2009) and Koch & Drewes (2014). 18 datasets from BMP tests digesting secondary sludge, mixed sludge, food waste, fat oil and grease (FOG) and vegetable waste were used for the model comparison. Separate determination of the hydrolysis coefficient of substrates for co-digestion allows for modelling of co-digestion according to Zaher et al. (2009). The purpose of the paper is to provide parameter estimates for a range of substrates used for anaerobic co-digestion and to assess which of the two models fit the BMP batch data the best.

Materials and Methods

A BMP test results in a data series showing the cumulative gas production over time. From this data, the first-order hydrolysis coefficient \(k_{hyd} \text{, d}^{-1}\) and the ultimate methane yield \(P_f \text{, mlCH}_4 \text{gVS}^{-1}\) can be estimated by fitting a model to the data with some optimisation routine. In this study, two different models previously presented in literature were compared.

Model no. 1 (eq. 1), presented by Koch & Drewes (2014), assumes that the BMP reactor is fully mixed, the volume is constant and the hydrolysis is the rate-limiting step and of first-order. The model was adapted from a continuous model for gas production published by Eastman & Fergusson (1981). Mathematically, Model 1 exhibits the same dynamics as the Monod kinetics describing growth of biomass or the Michaelis-Menten kinetics which models enzyme kinetics. Model 1 is a switching function with \(P_f\) being its highest achievable value, and the inverse of \(k_{hyd}\) being the half-saturation constant.

\[
V = \frac{P_f k_{hyd} t}{1 + k_{hyd} t} \quad (1)
\]

Model no. 2 (eq. 2), used by for example Angelidaki et al. (2009), is a first-order model derived from the first-order differential equation for growth, where \(k_{hyd}\) is the inverse time constant of the model. To be precise, \(P_f\) is in Angelidaki et al. (2009) referred to as \(B_\infty\) and defined as the ultimate methane production which is the cumulative methane production at the last day of the experiment. An example of the shape of Model 1 and Model 2 is found in Figure 1.

\[
V = P_f \left( 1 - e^{-k_{hyd} t} \right) \quad (2)
\]
The hydrolysis rate has different meanings in the two different models. In Model 1, the inverse of $k_{hyd}$ is the half-saturation constant, meaning the time it takes for the test to reach 50% of $P_f$. In Model 2, the inverse of $k_{hyd}$ is the time constant, meaning the time it takes for the test to reach 67% of $P_f$.

This study has involved non-linear parameter estimation to fit the two models (eq. (1), eq. (2)) to measurement data. Within parameter estimation, the cost function will be a measure of the discrepancy between the model output and the measurement data. The most commonly used cost function in parameter estimation is the sum of squared error (SSE, eq. (3)). Another alternative is to minimise the sum of absolute errors (SAE, eq. (4)), see Table 1. In this study, both SSE and SAE were used. The least squares estimate is equivalent to using SSE as a cost function, while the SAE could be referred to as the least absolute deviation. The benefit from using least absolute deviation is that the results are more robust towards outliers in the data, but compared to using least squares, least absolute deviation can result in several minima and the solution can be unstable.

<table>
<thead>
<tr>
<th>Name</th>
<th>Abbreviation</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of squared error</td>
<td>SSE</td>
<td>$\sum_{n} (y - yd)^2$ (3)</td>
</tr>
<tr>
<td>Sum of absolute error</td>
<td>SAE</td>
<td>$\sum_{n}</td>
</tr>
</tbody>
</table>

Modelling was made in MATLAB® (version R2012b, MathWorks). Model 1 and 2 was fitted to the BMP data using the MATLAB function fminsearch. Uncertainty analysis was made based on the Frequentist’s approach using the Maximum Likelihood Estimate (MLE). Source code for the uncertainty analysis was provided by Technical University of Denmark (Sin, Gernaey, & Lantz, 2009). A confidence interval of 95% was used.

**Measurement data**
To obtain an estimate of the values of $k_{hyd}$ and $P_f$ for different substrates, 18 datasets were collected from Swedish and German universities and Swedish wastewater treatment plants. The datasets are listed in Table 2. Mixed sludge is a combination of...
primary and secondary sludge. Dataset 13 to 18 originates from an automatic sampling procedure, and the tests are from the same experiment where an increased fraction of food waste is added to secondary sludge. In the other tests, manual measurements were used. When applicable, average result of triplicates was used.

**Results and Discussion**

The results from estimating the parameters $k_{hyd}$ and $P_f$ from BMP data with the two models are presented in Table 1 and visualised in Figure 2. Figure 3 and 4 shows the complete results for both models with SSE as cost function. Model 2 has a better fit to the BMP data for a majority of the BMP tests, i.e. the confidence intervals on the parameters are smaller. For one data set (no. 3), Model 1 leads to a better fit than Model 2.

Model 1 results in a higher estimate of $k_{hyd}$ and $P_f$ than Model 2 in all but two occasions, which is expected given the difference in meaning of the hydrolysis coefficient and the ultimate gas production in the two equations. A higher $k_{hyd}$ is expected to fit the data better in the first-order model (Model 2) since $k_{hyd}$ is the value at 67% of $P_f$, compared to 50% of $P_f$ in the switch function (Model 1). Also, $P_f$ is the gas production at the end of the experiment in the first-order model, but in the switch function it is the ultimate yield of the substrate which is normally not reached during the course of a batch experiment (Koch & Drewes, 2014).

The quality of the data affects the goodness of fit. It can be seen from comparing for example Test 5 and 6 that a more scattered data series gives a wider confidence interval. Furthermore, Test 2 and 9 show an unexpected decrease in gas production at the end, rising doubts about the data quality for these tests since a cumulative gas production cannot in theory be decreased.

Both models assume a quick rise in the gas production with the maximum rate from $t = 0$, i.e. the second derivative is negative over the duration of the test. This does not hold for Tests 10 and 11 since they show a clear lag phase at the beginning before the rise. This lag can be due to faulty BMP tests with inappropriate inoculum etc. Since the two models do not compensate for this the fit is bad and the models cannot be recommended in this case. The uncertainty in the estimate of the ultimate gas yield is particularly high since the models do not reach a steady-state in accumulated gas production. If a test with lag is assumed to correctly describe the degradation a term compensating for the lag can be added to either of the models. This has not been tested in this study.

There was not a large difference between the sizes of the confidence intervals resulting from using SSE or SAE as a cost function in the parameter estimation. The confidence intervals were most of the time smaller for the case of SSE and therefore only results with SSE are presented here. The most important factor which decides the size of the confidence interval is the sample size. For large sample sizes the t-distribution percentile will be smaller than for small sample sizes. This is why the confidence intervals for the automatic BMP tests with many samples (i.e. test 13 to 18) are smaller than from the manual tests. Another reason for the better fit with the automatic measurements is that the samples are smoother with fewer outliers. Still, the results from the manual sampling is believed to be qualified enough for parameter estimation.
The shape of the data influences the result of the parameter estimation. Principally the two models differ as Model 1 increases more slowly and have a longer transient phase than Model 2 for the same $k_{hyd}$ and $P_f$ as can be seen in Figure 3. This means that in theory, data showing similar long transient behaviour will fit better with Model 1 while data quickly reaching their maxima fit better with Model 2. However, for the selected BMP tests in this study Model 2 was better in almost all cases regarding confidence intervals (Table 1).

The hydrolysis coefficient estimated with Model 2 ranged from 0.08 to 0.70 d$^{-1}$. The range for $P_f$ was 315 to 1010 mlCH$_4$.gVS$^{-1}$. This is in the same range as reported by other studies (Lübken et al., 2007; Batstone et al., 2008; Donoso-Bravo et al., 2010). Batstone et al. (2008) does show that hydrolysis rate is much lower when estimated from batch test, compared to full-scale estimation based on gas-flow. The authors conclude that the batch estimates are not suitable for dynamic modelling. Parameter estimation of the hydrolysis coefficient from batch tests should therefore be considered as relatively rough estimates.
Table 2 Tested data sets with summary of the results for the two Models with SSE as cost function.

<table>
<thead>
<tr>
<th>Test</th>
<th>Substrate</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$k_{hyd}$ ($d^{-1}$)</td>
<td>$P_f$</td>
<td>$k_{hyd}$ ($d^{-1}$)</td>
<td>$P_f$</td>
</tr>
<tr>
<td>1</td>
<td>Secondary sludge</td>
<td>0.12 ± 0.029</td>
<td>387 ± 31.5</td>
<td>0.11 ± 0.017</td>
<td>315 ± 17</td>
</tr>
<tr>
<td>2</td>
<td>Mixed sludge</td>
<td>0.27 ± 0.068</td>
<td>426 ± 25.0</td>
<td>0.21 ± 0.036</td>
<td>372 ± 16</td>
</tr>
<tr>
<td>3</td>
<td>Mixed sludge</td>
<td>0.21 ± 0.011</td>
<td>420 ± 5.9</td>
<td>0.17 ± 0.034</td>
<td>359 ± 19</td>
</tr>
<tr>
<td>4</td>
<td>Mixed sludge</td>
<td>0.67 ± 0.14</td>
<td>364 ± 19.7</td>
<td>0.55 ± 0.069</td>
<td>322 ± 12</td>
</tr>
<tr>
<td>5</td>
<td>Mixed sludge + food waste</td>
<td>0.51 ± 0.30</td>
<td>380 ± 36.9</td>
<td>0.31 ± 0.064</td>
<td>345 ± 15</td>
</tr>
<tr>
<td>6</td>
<td>Mixed sludge</td>
<td>0.25 ± 0.17</td>
<td>409 ± 61.6</td>
<td>0.20 ± 0.092</td>
<td>357 ± 40</td>
</tr>
<tr>
<td>7</td>
<td>Mixed sludge</td>
<td>0.20 ± 0.19</td>
<td>384 ± 94.4</td>
<td>0.18 ± 0.10</td>
<td>326 ± 47</td>
</tr>
<tr>
<td>8</td>
<td>Food waste</td>
<td>0.21 ± 0.09</td>
<td>401 ± 39.3</td>
<td>0.17 ± 0.026</td>
<td>348 ± 13</td>
</tr>
<tr>
<td>9</td>
<td>Food waste</td>
<td>0.17 ± 0.11</td>
<td>508 ± 95.2</td>
<td>0.15 ± 0.039</td>
<td>422 ± 30</td>
</tr>
<tr>
<td>10</td>
<td>FOG</td>
<td>0.05 ± 0.040</td>
<td>1414 ± 508</td>
<td>0.06 ± 0.030</td>
<td>1010 ± 195</td>
</tr>
<tr>
<td>11</td>
<td>FOG</td>
<td>0.09 ± 0.066</td>
<td>859 ± 213</td>
<td>0.10 ± 0.037</td>
<td>676 ± 83</td>
</tr>
<tr>
<td>12</td>
<td>Vegetable waste</td>
<td>0.59 ± 0.10</td>
<td>387 ± 10.8</td>
<td>0.38 ± 0.099</td>
<td>354 ± 16</td>
</tr>
<tr>
<td>13</td>
<td>Secondary sludge</td>
<td>0.99 ± 0.033</td>
<td>345 ± 2.0</td>
<td>0.70 ± 0.012</td>
<td>309 ± 0.91</td>
</tr>
<tr>
<td>14</td>
<td>Secondary sludge + 5 % food waste</td>
<td>0.90 ± 0.031</td>
<td>355 ± 2.2</td>
<td>0.66 ± 0.012</td>
<td>315 ± 1.1</td>
</tr>
<tr>
<td>15</td>
<td>Secondary sludge + 15 % food waste</td>
<td>0.77 ± 0.039</td>
<td>420 ± 4.2</td>
<td>0.59 ± 0.010</td>
<td>368 ± 1.2</td>
</tr>
<tr>
<td>16</td>
<td>Secondary sludge + 22.5 % food waste</td>
<td>0.62 ± 0.038</td>
<td>434 ± 4.9</td>
<td>0.47 ± 0.011</td>
<td>384 ± 1.6</td>
</tr>
<tr>
<td>17</td>
<td>Secondary sludge + 30 % food waste</td>
<td>0.54 ± 0.035</td>
<td>439 ± 6.6</td>
<td>0.47 ± 0.011</td>
<td>371 ± 2.0</td>
</tr>
<tr>
<td>18</td>
<td>Food waste</td>
<td>0.49 ± 0.034</td>
<td>515 ± 8.7</td>
<td>0.43 ± 0.012</td>
<td>433 ± 2.7</td>
</tr>
</tbody>
</table>

Figure 2 Resulting pairs of $P_f$ and $k_{hyd}$ for the 18 data sets using Model 2 and SSE.
Figure 3 Model fitting results using Model 1 (Monod-type switch function).
Figure 4 Model fitting results using Model 2 (first-order model).
Conclusions

Non-linear parameter estimation was used to estimate the first-order hydrolysis coefficient and the ultimate methane yield from 18 datasets with BMP batch data. The study can conclude that:

- the parameter uncertainty was lower when fitting data to a first-order model compared to a Monod-type switching function since this model could better describe the shape of the cumulative gas production in the BMP tests;
- the switching function resulted in higher estimates of the hydrolysis coefficient and the ultimate methane yield compared to the first-order model;
- the smoother the BMP curve and the more samples in the test, the smaller the confidence interval of the estimated gas production;
- the hydrolysis coefficient for the studied substrates was in the range 0.08 to 0.70 d⁻¹.
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A B S T R A C T

Anaerobic co-digestion is an emerging practice at wastewater treatment plants (WWTPs) to improve the energy balance and integrate waste management. Modelling of co-digestion in a plant-wide WWTP model is a powerful tool to assess the impact of co-substrate selection and dose strategy on digester performance and plant-wide effects. A feasible procedure to characterise and fractionate co-substrates COD for the Benchmark Simulation Model No. 2 (BSM2) was developed. This procedure is also applicable for the Anaerobic Digestion Model No. 1 (ADM1). Long chain fatty acid inhibition was included in the ADM1 model to allow for realistic modelling of lipid rich co-substrates. Sensitivity analysis revealed that, apart from the biodegradable fraction of COD, protein and lipid fractions are the most important fractions for methane production and digester stability, with at least two major failure modes identified through principal component analysis (PCA). The model and procedure were tested on bio-methane potential (BMP) tests on three substrates, each rich on carbohydrates, proteins or lipids with good predictive capability in all three cases. This model was then applied to a plant-wide simulation study which confirmed the positive effects of co-digestion on methane production and total operational cost. Simulations also revealed the importance of limiting the protein load to the anaerobic digester to avoid ammonia inhibition in the digester and overloading of the nitrogen removal processes in the water train. In contrast, the digester can treat relatively high loads of lipid rich substrates without prolonged disturbances.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

The scope for wastewater treatment plants (WWTPs) has widened during recent years. Not only are the discharge limits getting stricter, also new constraints such as resource recovery,
train. The organic matter in the co-substrate is degraded to a certain extent in the AD process and converted to biogas; however, mineralized nutrients are mobilised and recirculated to the water train. Therefore, one of the key factors for succeeding with AcoD is to select suitable co-substrate/s and their optimal dose rate. Co-substrate characteristics and applicability have been extensively reviewed by Mata-Alvarez et al. (2014). Ideal co-substrates will have a high methane potential, high degradable fraction (and minimum impact on residual solids production) and a nutrient composition suitably balanced for the host WWTP. Generally, this means that co-substrate characteristics will differ from those of WWTP sludges in terms of composition and degradation kinetics. While there are a large number of potential co-substrates suitable for treatment at WWTP, local substrate availability and transport costs will constrain the options for individual plants. Effective modelling of AcoD is a powerful tool to assess the resource efficiency, energy balance and plant-wide effects of various co-substrate feeds at a WWTP (Razaviarani and Buchanan, 2015).

To compare the performance of different control strategies in a unified framework the Benchmark Simulation Model No. 2 (BSM2) was developed (Gernaey et al., 2014). BSM2 represents a plant-wide model including digestion of sludge with the Anaerobic Digestion Model No. 1 (ADM1, Batstone et al., 2002). In light of the increased focus on digestion, it is important that the AD process is well described and allows modelling of common and developing applications, such as AcoD. However, the current standard implementation of ADM1 in BSM2 does not allow for addition of co-substrates or dynamic hydrolysis parameters. Furthermore, some important limitations in the AD related to AcoD common practice in WWTP are missing, such as long chain fatty acid (LCFA) inhibition. The major variation in co-substrates composition poses a challenge for modelling AcoD since the model parameters have to be calibrated accordingly; and for dynamic simulations and evaluation of operational strategies, flexibility in feed composition is necessary since it can also vary over time. In the literature there are several examples of how to modify ADM1 for such purposes. The simplest approach is to characterise the actual feed mix. Derbal et al. (2009) uses the standard procedure from Batstone et al. (2002) to acquire the stoichiometric composition of composite particulate chemical oxygen demand (COD) \((X_c)\), i.e. carbohydrates \(X_{ch}\), proteins \(X_p\), lipids \(X_l\) and inerts \(X_i\). This approach is successful in terms of model predictions but leads to an inflexible model since the substrate mix cannot be varied without repeating the characterisation.

Esposito et al. (2008) modelled AcoD of sewage sludge and food waste using a modified ADM1. For the degradation of particulate organic matter they used the standard formulation of ADM1 with disintegration and hydrolysis for all substrates and biomass decay. In order to separate the different streams they used multiple pools of composite material, i.e. \(X_{ch}, X_{p}, X_l, X_i\), etc. each with its individual disintegration kinetics. A more general and flexible method for

### Nomenclature

- **AcoD**: Anaerobic co-digestion
- **ADM1**: Anaerobic Digestion Model No. 1
- **ASM**: Activated Sludge Model No. 1
- **ASU**: Activated sludge unit
- **BMP**: Biomethane potential
- **BOD**: Biological oxygen demand [kg O₂ m⁻³]
- **COD**: Chemical oxygen demand [kg O₂ m⁻³]
- **CODₚ**: Particulate fraction of chemical oxygen demand [kg O₂ m⁻³]
- **CODₚ**: Soluble fraction of chemical oxygen demand [kg O₂ m⁻³]
- **CO₂**: Total chemical oxygen demand [kg O₂ m⁻³]
- **DAF**: Dissolved air flotation
- **DO**: Dissolved oxygen [kg O₂ m⁻³]
- **EQI**: Effluent quality index
- **fa**: Biodegradable fraction of total chemical oxygen demand
- **Yi**: Conversion factor to COD for substance \(i\) [kg COD kg⁻¹]
- **GISCOD**: General Integrated Solid Waste Co-Digestion model
- **hₙ**: Long chain fatty acids inhibition (ADM1) \([-\]
- **Iₙₕ**: Ammonia inhibition (ASM1) \([-\]
- **ISS**: Inorganic suspended solids
- **Iₙₜ**: Total inhibitory concentration (ADM1) [kg COD⁻³ d⁻¹]
- **Kₙₚ**: Parameter in long chain fatty acid inhibition (ADM1)
- **Kₙₚₗₐₜ**: Parameter in long chain fatty acid inhibition (ADM1)
- **Kₙₙₚ**: Hydrolysis parameter (ADM1) [d⁻¹]
- **Kₙₚₖₜₗ₈ₜₐₜ**: Hydrolysis parameter for sludge (ADM1) [d⁻¹]
- **LCA**: Long chain fatty acids
- **MN**: Molar mass of nitrogen [g mol⁻¹]
- **NOx-N**: Total nitrate and nitrite nitrogen [kg N m⁻³]
- **OCI**: Operational cost index
- **OR**: Organic loading rate for co-substrates [kg COD⁻³ d⁻¹]
- **ORₕₚₗₗ**: Organic loading rate for sludge [kg COD⁻³ d⁻¹]
- **PCA**: Principal component analysis
- **pHₕₚₗₐₜ**: Lower limit of pH inhibition of uptake of acetate (ADM1)
- **Qₚₕₗ**: Flow of biogas [m³ d⁻¹]
- **Qₚₕₗ₈ₜ**: Flow of biomethane [m³ CH₄ d⁻¹]
- **Sₚₕ**: Amino acids (ADM1) [kg COD m⁻³]
- **Sₚₕₚ**: Total acetic acid (ADM1) [kg COD m⁻³]
- **Sₚₕₚₜ**: Total butyric acid (ADM1) [kg COD m⁻³]
- **Sₚₕₚₜ**: Fatty acids (ADM1) [kg COD m⁻³]
- **Sₚₕₚₚₜ**: Inert soluble organics (ADM1) [kg COD m⁻³]
- **Sₚₕₚₚ₞**: Inorganic nitrogen (ADM1) [kmol m⁻³]
- **Sₚₕₚₜₚₜ**: Total propionic acid (ADM1) [kg COD m⁻³]
- **Sₚₕₚₜₚₜ**: Sugars (ADM1) [kg COD m⁻³]
- **Sₚₕₚₚ₞**: Total valeric acid (ADM1) [kg COD m⁻³]
- **TAN**: Total ammonia nitrogen [kg N m⁻³]
- **TK**: Total kjeldahl nitrogen [kg N m⁻³]
- **TN**: Total nitrogen [kg N m⁻³]
- **TS**: Total solids [kg m⁻³]
- **TSS**: Total suspended solids [kg m⁻³]
- **VFA**: Volatile fatty acids [kg m⁻³]
- **VFAₘ**: Total volatile fatty acids [kg m⁻³]
- **VS**: Volatile solids [kg m⁻³]
- **WWTP**: Wastewater treatment plant
- **Xₜ**: Composite material (ADM1) [kg COD m⁻³]
- **Xₜₙ**: Carbohydrates (ADM1) [kg COD m⁻³]
- **Xₜₚ**: Inert particulate organics (ADM1) [kg COD m⁻³]
- **Xₜₚₚ**: Lipids (ADM1) [kg COD m⁻³]
- **Xₜₚₚₚ**: Proteins (ADM1) [kg COD m⁻³]
applying AcoD with ADM1 is the General Integrated Solid Waste Co-Digestion model (GISCOD) presented by Zaher et al. (2009). In the GISCOD model the particulate feed substrate is characterized as \(X_{\text{ch}}, X_{\text{pro}}, X_{\text{lip}}\) and \(X_i\) and using \(X_i\) only for internal biomass decay, i.e. \(X_i\) will only consist of dead biomass. To keep the hydrolysis for different substrates apart the GISCOD model virtually separates the hydrolysis model from the remaining processes of ADM1. This makes the model easy to expand for an arbitrary number of substrates, and flexible enough to allow for dynamic simulations with a variable mix of substrates in the digester feed. The main disadvantage is the large number of parameters and states needed where multiple complex substrates are fed, though it is common that for a given substrate, a common hydrolysis parameter for carbohydrates, lipids and proteins will be used. The interface approach used in the BSM2 (Nopens et al., 2009) also applies this approach, fractionating all particulate substrates to carbohydrates, proteins and lipids. Indeed, there is a general recommendation to avoid the use of the \(X_i\) variable for input characterisation due to inflexibility in input characterisation (Batstone et al., 2015).

One of the most important aspects for a successful modelling project is feed characterisation (including feed fractionation) and estimation of substrate dependent parameters. Several methods for feed fractionation have been suggested in literature (Kleerebezem and van Loosdrecht, 2006; Lübben et al., 2007; Zaher et al., 2009; Wichern et al., 2009; Nopens et al., 2009; Girault et al., 2012; Astals et al., 2013; Jimenez et al., 2015). While some of these methods are comprehensive and provide a detailed feed characterisation, they are also complicated and include analyses and methods not commonly performed in AD testing. The problem of input characterisation remains a major challenge as identified in a key recent review of AD modelling, particularly for mixed digesters (Batstone et al., 2015). The feasibility of a characterisation method for engineering purposes is determined by simplicity, transparency, affordability and fit for purpose accuracy. Therefore, the analyses used must be (if not already routine), common, robust, applicable on most substrates and affordable. The resulting model feed composition must at the same time be accurate enough to assure model predictive capability for relevant outputs, such as gas production, volatile solids (VS) destruction and digestate composition.

This paper investigates the influence of the substrate characteristics on model outputs and proposes a comprehensive method for implementing AcoD in a plant-wide WWTP model including:

- characterisation of substrates;
- estimation of the substrate dependent parameters;
- modifications of ADM1; and
- integration of AcoD in a plant-wide model structure, i.e. BSM2.

A simulation study is presented with three co-substrates, each rich on carbohydrates, proteins or lipids, to assess the plant-wide effects of AcoD on WWTPs.

2. Materials and methods

2.1. Input model

An input model was developed to apply AcoD in BSM2 and plant-wide models in general. The input model is divided in two steps:

Step 1 – a method to estimate the biodegradable part of COD \((f_d)\) (or methane potential \(B_0\) – these are fully correlated, see below), and the substrate dependent model parameters, i.e. the hydrolysis parameters \((k_{\text{hdp}})\) for particulate matter from biomethane potential (BMP) tests:

- using the estimated \(f_d\) and basic physio-chemical data on the co-substrate, a scheme for fractionation of COD and total nitrogen (TN) into the classification of ADM1 state variables is proposed. The selection of important input co-substrate variables (out of the 26 default ADM1 state variables listed in the Supplementary information, Table S1) was determined by the sensitivity analysis described in Section 2.5.

   In the first step the ultimate methane potential \(B_0\) and \(k_{\text{hdp}}\) are estimated by fitting a model to BMP data. Fitting a first-order function with a non-linear optimization routine is known to be a straight forward option (Arnell and Åmand, 2014; Jensen et al., 2011; Angelidaki et al., 2009). The full ADM1 model can also be used to model the BMP test with a similar optimization routine (but more complex model). In both cases the sum of squared errors should be used as objective function (Arnell and Åmand, 2014; Jensen et al., 2011). For this study both options were evaluated, but only results from the full ADM1 BMP model are presented below since the simple first-order model was inappropriate when inhibition was present (e.g., fatty feed). The value of \(f_d\) is determined from the \(B_0\) estimate according to Eq. (1):

\[
f_d = \frac{B_0}{350 \text{ COD}_i} \times \text{VS}
\]

where:

- \(B_0\) is the ultimate methane potential \([\text{Nm}^3 \text{CH}_4 \text{ton VS}^{-1}]\);
- \(\text{COD}_i\) is the total COD \([\text{kg COD m}^{-3}]\);
- \(f_d\) is the biodegradable part of COD \([-]\); and
- \(\text{VS}\) is the volatile solids \([\text{kg m}^{-3}]\).

The schematic fractionation for the second step is illustrated in Fig. 1. The particulate and soluble inert state variables are set as products of \(f_d\) and the respective particulate and soluble COD, Eqs. (2) and (3). The ADM1 does not consider inorganic suspended solids (ISS). That means that the contribution by the ash content of the substrates is not included. For modelling of substrates with high TS/VS ratio the model should be expanded with ISS as a non-reactive particulate state variable.
\[ S_1 = \text{COD}_s(1 - f_d) \]  
(2)

\[ X_0 = \text{COD}_p(1 - f_0) \]  
(3)

where:

- \( \text{COD}_s \) is the soluble COD [kg COD m\(^{-3}\)];
- \( \text{COD}_p \) is the particulate COD [kg COD m\(^{-3}\)].

Secondly, the particulate biodegradable COD is considered. The variables \( X_p \) and \( X_0 \) are calculated from measurements converted to COD (conversion factors given in Supplementary information, Table S2). Eqs. (4) and (5), and the remaining part assigned to \( X_{ch} \), Eq. (6). This strategy, previously also suggested by Cali et al. (2009), is chosen since proteins and lipids generally are easier to analyse than carbohydrates for solid substrates, and leaving enough degrees of freedom to close the mass balance. The biodegradability of the respective fractions is assumed equal to the overall degradability, \( f_d \).

\[ X_0 = c_0 \gamma_0 f_d \]  
(4)

\[ X_p = c_p \gamma_p f_d \]  
(5)

\[ X_{ch} = \text{COD}_p f_d - X_p - X_0 \]  
(6)

where:

- \( c_i \) is the concentration of substrate \( i \) [kg m\(^{-3}\)];
- \( \gamma_i \) is the conversion factor to COD for substance \( i \) [kg COD kg\(^{-1}\)].

Values given in Supplementary information, Table S2.

The four VFA state variables can be calculated directly by converting the measured values to COD, Eqs. (7)–(10). Assuming the soluble COD is small the state variables \( S_{ba}, S_{bb}, S_{ch} \) and \( S_{ab} \) can be split equal to their corresponding particulates, Eqs. (11)–(13). This assumption is better than just neglecting these state variables or splitting them in thirds as suggested by Astals et al. (2013) since it is based on available data. However, for substrates with a high proportion of COD, >10%, the soluble fractions need greater attention. Measurements of carbohydrate, protein and lipid contents of COD are then recommended.

\[ S_{ac} = c_{ac} \gamma_{ac} \]  
(7)

\[ S_{pro} = c_{pro} \gamma_{pro} \]  
(8)

\[ S_{ba} = c_{ba} \gamma_{ba} \]  
(9)

\[ S_{aa} = c_{aa} \gamma_{aa} \]  
(10)

\[ S_{ab} = (\text{COD}_p f_d - \text{VFA}_f) \frac{X_{ch}}{\text{COD}_p f_d} \]  
(11)

\[ S_{aa} = (\text{COD}_p f_d - \text{VFA}_f) \frac{X_p}{\text{COD}_p f_d} \]  
(12)

\[ S_{ab} = (\text{COD}_p f_d - \text{VFA}_f) \frac{X_0}{\text{COD}_p f_d} \]  
(13)

where:

- \( \text{VFA}_f \) is the sum of all VFAs [kg COD m\(^{-3}\)].

The soluble inorganic nitrogen content \( S_{IN} \) is calculated from the total ammonia nitrogen \( (TAN) \) by Eq. (14). For this study, the remaining state variables of the ADM1 were set to 0. If the substrate has a non-neutral pH the acid-base balances must be considered (Batstone et al., 2002). Furthermore, for other special substrates, for example rich on alcohols such as ethanol, methanol or glycerol, special fractionation schemes and model modifications may be needed (Garcia-Gen et al., 2013).

\[ S_{IN} = \frac{TAN}{M_N} \]  
(14)

where:

- \( TAN \) is the total ammonia nitrogen [g N m\(^{-3}\)];
- \( M_N \) is the molar mass of nitrogen [g mol\(^{-1}\)].

The data requirements to follow the above fractionation scheme are: TS, VS, COD, \( \text{COD}_p \), VFAs (i.e. Acetate, Propionate, Butyrate and Valerate), Proteins, Lipids, TAN and a BMP test.

2.2. ADM1 modifications

The initial simulations for the sensitivity analysis (see Sections 2.5 and 3.3) using the default BSM2 implementation of ADM1 showed unrealistic behaviour when co-digesting lipids, since the methane production was constant with an increasing load of \( S_{ab} \) above reported LCFA inhibition thresholds (Cirne et al., 2007; Astals et al., 2014). LCFA is demonstrated to inhibit mainly uptake of \( S_{fa} \), i.e. inhibition of uptake of \( S_{ac} \) by \( S_{ba} \) was implemented. A Gaussian function developed and tested at the University of Queensland, Eq. (15) with two parameters, \( K_{I,low} \) and \( K_{I,high} \), was identified to best fit the observed behaviour. This function has a number of advantages over existing models (Zonta et al., 2013; Palatsi et al., 2010), including non-competitive inhibition for threshold style inhibition. It has previously been used in the ADM1 for pH inhibition (Batstone et al., 2002). The structure of the inhibition function allows explicit determination of the onset of inhibition, the point at which inhibition is full, and around a 50% inhibition point \( (K_{I,50}) \), which is half way between the upper and lower limits. This is important when inhibition can be complete, as such for inhibition by fats.

\[ I_a = \begin{cases} 1 & S_{ac} > K_{I,low} \\
\frac{1}{e^{-2.77259((S_{ac} - K_{I,50})/(K_{I,low} - K_{I,50}))^2}} & S_{ac} \leq K_{I,low}
\end{cases} \]  
(15)

The simulation of the DAF sludge BMP test (Sections 2.4 and 3.1) revealed that \( I_a \) led to a rapid acidification of the reactor with sequential pH inhibition. To describe a recovery in accordance with the measured data the lower limit of pH inhibition of uptake of acetate \( (pH_{L,T}) \) was adjusted from 6 to 5 (Lafit et al., 2015).

2.3. Plant-wise implementation of AcoD in BSM2

The GISCOD model (separate fraction/hydrolysis) was chosen for implementing AcoD in BSM2; firstly because characterisation and parameter estimation is performed independently for each substrate and secondly because it uses the same formulation of AD feed as BSM2, fractionating particulate COD as \( X_p, X_0, X_{ch} \) and \( X_{ch} \) rather than \( X_s \). The later omits the disintegration step for substrates and assumes a hydrolysis of each particulate COD compound as the limiting step. The original interface by Nopens et al. (2009) from ADM1 to Activated Sludge Model No. 1 (ASM1) was kept and the
interface output was fed to a hydrolysis model for sludge. The co-
substrates were characterized and fractionated using the pro-
posed input model and fed to separate hydrolysis model blocks (Fig. 2). Due to the virtual separation of hydrolysis in GISCOD it was
necessary to ensure that all processes were only active in the inten-
tended model reactor. To assure separation of hydrolysis and
remaining reactions the residual particulate substrate after hy-
drolysis was bypassed the ADM1 reactor and put back before the
ADM1 to ASM1 interface.

2.4. Case study on BMP tests and plant-wide assessment of AcoD

Three substrates were selected for a case study. For realism and
diversity three fractions of slaughterhouse waste were used: paunch, blood and dissolved air flotation (DAF) sludge, each rich on
carbohydrates, protein and lipids respectively. These are repre-
sentative of common co-digestion feeds, and in particular, the high
oil and grease content of the DAF sludge means it is representative
of, and similar to other commonly used FOG wastes, such as grease
trap waste. Analysis of these three substrates is provided in Astals
et al. (2014), and the pure substrate curves were taken from that
paper, where information about substrates, analytical methods and
data is presented. The data used in this study are given in the Supplemen-
tary information, Table S3. The substrates were char-
acterized using the proposed input model (Section 2.1) and the
BMP tests of Astals et al. (2014) were simulated using the full ADM1.
Machine fitting of parameters were performed with a least squares
curve fitting function for non-linear problems, lscurvefit, in the
Matlab software package (MATLAB 8.4, The MathWorks Inc., Natick,
MA, USA, 2014). For all substrates $k_{hyd}$ and $f_w$ were estimated and for
DAF sludge also the LCPA-inhibition parameters of Eq. (15). To
establish initial conditions for the BMP, the standard BSM2 was run to
steady state with the AD hydrolysis rate, $k_{hyd}$, equal to 0.3 d$^{-1}$
and biomass composition from this steady state used as inoculum
composition. It should be noted that the actual inoculum used in
this study (Luggage Pt WWTP in Brisbane, QLD Australia) has a con-
figuration very similar to the BSM2.

A plant-wide simulation study was conducted to test the de-
developed method for modelling AcoD at WWTPs and assess the
plant-wide effects of AcoD. The WWTP in the simulation study was
the standard plant set-up in BSM2. The plant contains a primary
clarifier, an activated sludge unit (ASU) in a Modified Ludzack-
Ettinger configuration with two anoxic tanks followed by three
aerobic tanks. The last aerobic tank and the first anoxic are con-
nected by internal recycle. A secondary clarifier with sludge recycle
follows the ASU. The plant sludge train contains a thickener, an AD,
a co-generation unit, a dewatering unit and a storage tank. The
plant layout can be found in Supplementary information, Fig. S1.
The plant was simulated with the default closed loop control strat-
 egy including dissolved oxygen (DO) control in the ASU based
on feed-back control of the DO in the second aerated tank (set-
point 2 g O$_2$ m$^{-3}$) and proportional airflow rate to tanks 3 and 5.
The waste activated sludge flow was set constant with seasonal
values of 450 m$^3$ d$^{-1}$ during summer and 300 m$^3$ d$^{-1}$ in winter,
resulting in an average sludge age of 16 days in the ASU. In the
evaluation procedure two indices are calculated: (i) effluent quality
index (EQI), a weighted index of the effluent quality including total
suspended solids (TSS), chemical oxygen demand (COD), biological
oxygen demand (BOD), total Kjeldahl nitrogen (TKN) and total ni-
trate and nitrite nitrogen (NOx-N); and, (ii) operational cost index
(OCI) incorporating the major operational costs for aeration,
pumping, mixing, sludge production and disposal, carbon source,
heating of the AD and revenue from selling produced power. Plant
layout, dimensions and sub-model descriptions are detailed in
Gernaey et al. (2014).

Co-digestion feed consisted of paunch, blood and DAF sludge
based on characterisation from the BMPs. A $k_{hyd,sludge} = 0.32$ d$^{-1}$
was applied based on Arnell and Åmand (2014). The external sub-
strate load was calculated based on the average sludge load
(organic loading rate, OLR$_{sludge}$), OLR$_{sludge} = 2.38$ kg COD m$^{-3}$ d$^{-1}$,
such that the base organic load of co-substrate (OLR$_{ext}$) was about
50% of the average sludge load: 20 m$^3$ d$^{-1}$ of paunch, 4 m$^3$ d$^{-1}$
of blood and 1 m$^3$ d$^{-1}$ of DAF sludge give an OLR$_{ext} = 1.25$ kg
COD m$^{-3}$ d$^{-1}$. On top of that two periods of further increased load
were added; from day 350–410 the load of blood was increased to
15 m$^3$ d$^{-1}$ giving a total co-substrate OLR$_{ext}$ of 2.11 kg COD m$^{-3}$ d$^{-1}$,
and from day 500–521 the load of DAF sludge was increased to
8 m$^3$ d$^{-1}$ giving a total co-substrate OLR$_{ext}$ of 3.41 kg COD m$^{-3}$ d$^{-1}$.
A full 609 days dynamic closed loop BSM2 simulation (modified
with the co-digestion feed) was performed and evaluated accord-
ing to the standard procedures described in Gernaey et al. (2014).
During simulation nothing but the digester feed was changed in the
default BSM2 closed loop strategy.

2.5. Input model sensitivity analysis

Many of the ADM1 state variables are not relevant or important
for input fractionation, particularly when assessing plant-wide ef-
fects at WWTPs (Solon et al., 2015). To assess the most influ-
tial variables in co-substrate composition a sensitivity analysis was
performed using Monte Carlo simulations. The simulations were
designed according to Batstone (2013) with 3000 simulations of

![Fig. 2. Model layout in Simulink for the BSM2 AD block with integrated GISCOD model for AcoD.](image-url)
BSM2 AD block. To the average sludge load of 2.4 kg COD m\(^{-3}\) d\(^{-1}\) from BSM2 an additional 8.4 kg COD m\(^{-3}\) d\(^{-1}\) of co-substrate was added with varying composition fractions (between 0 and 1) of \(X_{\text{ch}}\), \(X_{\text{bu}}\) and \(X_{\text{fa}}\) out of biodegradable COD. This high co-substrate load was intended to stress the digester stability and to reveal the sensitivity for different feed characteristics. Also the influence of \(f_{\text{S}}\) and the fraction of COD, out of COD, were investigated in this way. The results were evaluated with weighted principal component analysis (PCA) on the outputs gas flow (\(Q_{\text{gass}}\)), methane flow (\(Q_{\text{meth}}\)), inorganic nitrogen (\(S_{\text{IN}}\)), pH and volatile fatty acids (VFA). Detailed information on the set-up of the Monte Carlo simulations is presented in the Supplementary information.

3. Results and discussion

3.1. Input model case study on BMP tests

Applying the input model to the three substrates paunch, blood and DAF sludge resulted in the state variables and parameter estimates given in Table 1. The simulated and measured BMP profiles are shown in Fig. 3. The fit to data is good for paunch and blood and. While the fit to data is less accurate for DAF sludge, the model captures the main process impacts due to LCFA inhibition. The ability of the process to separately identify the two parameters in the applied for \(K_{\text{f}}\) and its ability to simulate the complex methane production profile justify its use over simpler models, such as non-competitive inhibition. The inhibition constants estimated from DAF sludge were also used for the simulations of the other substrates. The full list of ADM1 parameter values for the BMP model is given in the Supplementary information, Table S4.

3.2. Plant-wide assessment of AcoD

Fig. 4 shows the organic loading rate together with the resulting total methane production and relevant inhibitions. Table 2 shows the plant evaluation outputs significantly affected by AcoD as well as the default BSM2 outputs, i.e. without AcoD. The addition of the co-substrates had a positive effect on the methane production allowing a reduction in the overall Operational Cost Index (OCI) from 11 630 to 10 490. However, at the same time the effluent water quality deteriorated from the increased nitrogen load in the water train, due to AD supernatant recirculation, increasing the Effluent Quality Index (EQI) from 5330 to 5970.

The reduction in OCI corresponds to a total reduction of the operational costs for the WWTP by 10%. This significant reduction was achieved because the revenue from selling co-generated power from the produced methane increased by 92%; although both the aeration energy index and the sludge production at the same time increased by 6 and 39%, respectively. Following the BSM2 evaluation procedure neither the transport cost nor gate fee revenue of the co-substrate is included in the evaluation (Malmqvist et al., 2006). In the dynamic profiles of Fig. 4 the effect of the two short-term load increases of blood and DAF sludge can be seen. The increased load of blood did not yield a proportional increase in methane production. This is because the elevated ammonia levels in the AD at the same time cause a more severe ammonia inhibition in the model. In contrast, the load peak of DAF sludge increased the methane production proportional to the load, since LCFA was minor under this scenario.

Table 1

<table>
<thead>
<tr>
<th>State variables</th>
<th>Paunch</th>
<th>Blood</th>
<th>DAF</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.366</td>
<td>0.162</td>
<td>1.848</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.873</td>
<td>0.0575</td>
<td>0.116</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.192</td>
<td>0.191</td>
<td>0.0490</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.207</td>
<td>0.00540</td>
<td>2.83</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.0612</td>
<td>0.102</td>
<td>0.0408</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.145</td>
<td>0.273</td>
<td>0.0381</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.272</td>
<td>0.288</td>
<td>0.409</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.384</td>
<td>1.57</td>
<td>0.235</td>
</tr>
<tr>
<td>(S_{\text{IN}}) (kg COD m(^{-3}))</td>
<td>0.0102</td>
<td>0.0279</td>
<td>0.00350</td>
</tr>
<tr>
<td>(X_{\text{CH}}) (kg COD m(^{-3}))</td>
<td>15.2</td>
<td>1.70</td>
<td>0.00522</td>
</tr>
<tr>
<td>(X_{\text{CH}}) (kg COD m(^{-3}))</td>
<td>60.7</td>
<td>59.4</td>
<td>40.7</td>
</tr>
<tr>
<td>(X_{\text{CH}}) (kg COD m(^{-3}))</td>
<td>13.3</td>
<td>197</td>
<td>17.1</td>
</tr>
<tr>
<td>(X_{\text{CH}}) (kg COD m(^{-3}))</td>
<td>14.4</td>
<td>5.58</td>
<td>991</td>
</tr>
<tr>
<td>(k_{\text{fco}}) (VSM (\text{CH}_4) ton VS (\text{d}^{-1}))</td>
<td>0.125</td>
<td>0.310</td>
<td>0.103</td>
</tr>
<tr>
<td>(f_{\text{S}}) (%)</td>
<td>0.85</td>
<td>0.99</td>
<td>1.0</td>
</tr>
<tr>
<td>(K_{\text{fco}}) (kg COD m(^{-3}))</td>
<td>299</td>
<td>520</td>
<td>1044</td>
</tr>
<tr>
<td>(K_{\text{fco}}) (kg COD m(^{-3}))</td>
<td>0.01</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(K_{\text{fco}}) (kg COD m(^{-3}))</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>(K_{\text{fco}}) (kg COD m(^{-3}))</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Parameters not estimated for this co-substrate.
The increase in EQI was mainly due to a higher effluent total nitrogen (TN), 15.4 g N m\(^{-3}\) caused by the nitrogen load from the protein rich co-substrate, which elevated the \(S_{\text{NO}}\) concentration in the returning AD supernatant; from an average of 1250 g N m\(^{-3}\) to 1610 g N m\(^{-3}\) (Fig. 5). This led to a time in violation of the effluent constrains for TN of 15% compared to 0.17% without AcoD. The violation of the effluent constrains would be an unacceptable effect of AcoD and shows the importance of selection and dose strategy for the co-substrate. The primary cause of high effluent TN was elevated effluent \(S_{\text{NO}}\) caused by insufficient carbon availability for denitrification rather than poor nitrification (Table 2, Fig. 5). The reason for this is that the default control strategy of the closed loop BSM2 has a DO control in the ASU responding to the increased ammonia load but only a fixed dosage of methanol. If the same total load of blood would have dosed over the whole period the methanol scarcity might had been less pronounced, or if it had been dosed for an even shorter period the nitrification capacity would have been exceeded as well. Effluent limit violation would have been avoided simulating an increased or controlled methanol dosage. The draw-back of the increased nitrogen load would then have manifested itself as increased methanol consumption instead of effluent violation. While being outside the scope of this publication, the strategies to cope with increased nitrogen load can easily be tested and evaluated with additional simulations (results not shown). This demonstrates how simulating AcoD in plant-wide WWTP models allows to design an optimal co-substrate composition and feed strategy and simultaneously control the effects on the water train. The presented simulation study shows the applicability of modelling and simulation to assess cost-benefit and the plant-wide effects of AcoD on WWTPs.

### Table 2

<table>
<thead>
<tr>
<th>Operational Cost Index</th>
<th>11 600</th>
<th>10 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effluent Quality Index</td>
<td>5 313</td>
<td>5 970</td>
</tr>
<tr>
<td>Average aeration energy</td>
<td>4 130</td>
<td>4 380</td>
</tr>
<tr>
<td>Methane production</td>
<td>935</td>
<td>1800</td>
</tr>
<tr>
<td>Sludge production</td>
<td>3 480</td>
<td>4 730</td>
</tr>
<tr>
<td>Effluent (S_{\text{NO}})</td>
<td>0.49</td>
<td>0.44</td>
</tr>
<tr>
<td>Effluent (S_{\text{NH}})</td>
<td>9.81</td>
<td>12.9</td>
</tr>
<tr>
<td>Effluent TN</td>
<td>12.3</td>
<td>15.4</td>
</tr>
<tr>
<td>Time in violation TN [%]</td>
<td>0.17</td>
<td>15.0</td>
</tr>
</tbody>
</table>

The simulations varying co-substrate biodegradability (\(f_d\)) confirm that the feed degradable COD fraction is very important, as previously shown (Solon et al., 2015; Gall et al., 2009). The resulting PCA of the Monte Carlo simulations from varying \(X_{\text{ch}}\), \(X_{\text{pr}}\), and \(X_{\text{li}}\) is shown in Fig. 6 (additional figures of model outputs related to feed composition can be found in the Supplementary information, Figs. S3 and S4). The variations in the results are explained to 71.5% by Component 1 and 25.2% by Component 2. The variation in Component 1 is positively related to biogas and methane flow and negatively to VFA. Component 2 is mostly influenced by the \(S_{\text{NO}}\) concentration in the effluent digestate. Three distinctive regions can be seen marked in Fig. 6:

- **I.** the substrate compositions positive in Component 1 and negative in Component 2 represent a well-functioning digester with low VFAs and good methane production;
- **II.** as the protein content increases the output gradually moves from region I into II, i.e. negative in Component 1 but positive in Component 2, towards the upper-left corner. This substrate composition is at or close to digester failure as the ammonia inhibition is gradually increasing along with VFAs leading to decreasing methane production;
- **III.** the clustered samples negative in both Components 1 and 2 are all high in \(X_{\text{li}}\) and represent the very disruptive digester failure due to LCFA inhibition where methane production totally stops and VFA increases dramatically leading to total pH inhibition. There is a relatively rapid switch from region I to region III due to the threshold nature of inhibition, specifically, when 58% of the co-substrate load of 8.4 kg COD m\(^{-3}\) d\(^{-1}\) consists of \(X_{\text{li}}\). This leads to the conclusion that apart from \(f_d\), the two most important input model parameters for digester stability with co-digestion are fractions determining \(X_{\text{ch}}\) and \(X_{\text{pr}}\). The results also
show that \( X_{ch} \) is relevant for the total gas production (Fig. S3 in the Supplementary information) because a higher \( X_{ch} \) fraction leads to increased CO\(_2\) production; which is coherent with Solon et al. (2008) and Girault et al. (2012). Moreover, Fig. S3 reveals that high loads of carbohydrates will lead to pH inhibition subsequent to high VFA production.

### 4. Conclusions

Anaerobic co-digestion was for the first time implemented in BSM2. The GISCOD model was used to model AcoD complemented by a Gaussian LCFA inhibition function. The authors acknowledge the financial support obtained through the Swedish Research Council Formas (211–2010-141), the Swedish Water & Wastewater Association (10–106), SP Technical Research Institute of Sweden and the Swedish research and education consortium VA-cluster Mälardalen.
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**Monte Carlo simulations for sensitivity analysis**

The Monte Carlo simulations were made in the Matlab/Simulink software package (MATLAB 8.4, The MathWorks Inc., Natick, MA, 2014). The model used for the sensitivity analysis was the AD-block from the Benchmark Simulation Model No. 2 (BSM2, Gernaey et al., 2014) plant with a sludge feed composition equal to the steady state sludge feed from BSM2. This is a simplification since the sludge feed would be slightly affected by the changed composition of the recycled digester supernatant if anaerobic co-digestion (AcoD) is introduced. The simulations were run for 130 days with constant influent conditions.

The generation of the 3 000 co-substrate feed samples followed the description in Batstone (2013). Basic data for the feed is given in Table S.1. The co-substrate normal distributed samples with varying fractions of carbohydrates, proteins and lipids out of bio-degradable particulate COD ($f_{ch}$, $f_{pr}$ and $f_{li}$) were generated with normalised inverted random numbers with the function call:

$$f_i = \text{norminv}(\text{rand}(n,1), f_{\text{mean}}, 0.2);$$

the $f_{ch}$ was generated with a mean, $f_{\text{mean}} = 0.33$ and out of the remaining part $f_{pr}$ was generated with $f_{\text{mean}} = 0.5$ and the residual was assigned to $f_{li}$. Values less than 0 or greater than 1 were set to 0 and 1, respectively. The resulting influent profiles are shown in Figure S.1.

**Table S.1.** Basic system and feed data for the simulations.

<table>
<thead>
<tr>
<th></th>
<th>Co-substrate</th>
<th>Sludge</th>
</tr>
</thead>
<tbody>
<tr>
<td>COD, [kg.m$^{-3}$]</td>
<td>1.250</td>
<td>44.8</td>
</tr>
<tr>
<td>Biodegradable part of COD</td>
<td>0.75</td>
<td>0.768</td>
</tr>
<tr>
<td>$Q_{\text{feed}}$ [m$^3$.d$^{-1}$]</td>
<td>30</td>
<td>178.46</td>
</tr>
<tr>
<td>OLR [kg COD.m$^{-3}$.d$^{-1}$]</td>
<td>8.38</td>
<td>2.35</td>
</tr>
</tbody>
</table>

*Figure S.1* Profiles of $f_{ch}$, $f_{pr}$ and $f_{li}$ for the 3 000 samples used for Monte Carlo simulations.
Figure S.2. Output state variables from the Monte Carlo simulations. From top to bottom the rows depict, $Q_{\text{gas}}$, $Q_{\text{CH}_4}$, pH and VFA. Each state variable is plotted against the fraction of carbohydrates ($f_{\text{ch}}$), proteins ($f_{\text{pr}}$) and lipids ($f_{\text{li}}$), respectively, from left to right.
Figure S.3. AD inhibitions and corresponding inhibitory compound from the Monte Carlo simulations. From top to bottom the rows depict, $S_{\text{NH}}$, $I_{\text{NH}}$, $S_{\text{fa}}$, $I_{\text{fa}}$ and $I_{\text{pH,ac}}$. Each state variable is plotted against the fraction of carbohydrates ($f_{\text{ch}}$), proteins ($f_{\text{pr}}$) and lipids ($f_{\text{li}}$), respectively, from left to right.
Substrate data

Table S.2. Analysis data used for substrate characterisation. From Astals et al. (2014) with modifications indicated.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Paunch</th>
<th>Blood</th>
<th>DAF sludge</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS [kg.m⁻³]</td>
<td>117</td>
<td>187</td>
<td>360</td>
</tr>
<tr>
<td>VS [kg.m⁻³]</td>
<td>106</td>
<td>178</td>
<td>353</td>
</tr>
<tr>
<td>COD∴ [kg COD.m⁻³]</td>
<td>0.36</td>
<td>1.47</td>
<td>0.22</td>
</tr>
<tr>
<td>COD₀ [kg COD.m⁻³]</td>
<td>0.18</td>
<td>0.19</td>
<td>0.27</td>
</tr>
<tr>
<td>Acetate [kg.m⁻³]</td>
<td>0.08</td>
<td>0.15</td>
<td>0.01</td>
</tr>
<tr>
<td>Propionate [kg.m⁻³]</td>
<td>1.47</td>
<td>0.19</td>
<td>0.15</td>
</tr>
<tr>
<td>Butyrate [kg.m⁻³]</td>
<td>0.15</td>
<td>0.15</td>
<td>0.01</td>
</tr>
<tr>
<td>Valerate [kg.m⁻³]</td>
<td>0.05</td>
<td>0.05</td>
<td>0.02</td>
</tr>
<tr>
<td>Proteins [kg.m⁻³]</td>
<td>10.2</td>
<td>129.5</td>
<td>11.8</td>
</tr>
<tr>
<td>Lipids [kg.m⁻³]</td>
<td>5.85</td>
<td>1.95</td>
<td>344.5</td>
</tr>
<tr>
<td>TAN [g N.m⁻³]</td>
<td>143</td>
<td>391</td>
<td>49</td>
</tr>
</tbody>
</table>

1 measured value is higher but most COD except VFAs are assumed colloidal and therefore particulates needed to be hydrolysed;
2 analysed values are too low due to faulty analysis and increased by 30%.

COD conversion factors

Table S.3. Conversion factors (γ) for organic fractions into COD (Grau et al., 2007).

<table>
<thead>
<tr>
<th>Value</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>γ_{ac} [kg COD.(kg ac)⁻¹]</td>
<td>1.066667</td>
</tr>
<tr>
<td>γ_{pro} [kg COD.(kg pro)⁻¹]</td>
<td>1.513514</td>
</tr>
<tr>
<td>γ_{bu} [kg COD.(kg bu)⁻¹]</td>
<td>1.818182</td>
</tr>
<tr>
<td>γ_{va} [kg COD.(kg va)⁻¹]</td>
<td>2.039216</td>
</tr>
<tr>
<td>γ_{Pr} [kg COD.(kg Pr)⁻¹]</td>
<td>1.53</td>
</tr>
<tr>
<td>γ_{Li} [kg COD.(kg Li)⁻¹]</td>
<td>2.878</td>
</tr>
</tbody>
</table>

ADM1 state variables

Table S.4. State variables of ADM1 (Batstone et al., 2002). S denotes solubles and X particulates.

<table>
<thead>
<tr>
<th>State variable</th>
<th>Description</th>
<th>State variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_{su}</td>
<td>monosaccharides</td>
<td>X_{c}</td>
<td>composite</td>
</tr>
<tr>
<td>S_{aa}</td>
<td>amino acids</td>
<td>X_{ch}</td>
<td>carbohydrates</td>
</tr>
<tr>
<td>S_{fa}</td>
<td>total LCFA</td>
<td>X_{pr}</td>
<td>proteins</td>
</tr>
<tr>
<td>S_{va}</td>
<td>total valerate</td>
<td>X_{li}</td>
<td>lipids</td>
</tr>
<tr>
<td>S_{bu}</td>
<td>total butyrate</td>
<td>X_{su}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{pro}</td>
<td>total propionate</td>
<td>X_{sa}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{sc}</td>
<td>total acetate</td>
<td>X_{sa}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{h2}</td>
<td>hydrogen</td>
<td>X_{ci}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{ch4}</td>
<td>methane</td>
<td>X_{pro}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{ic}</td>
<td>inorganic carbon</td>
<td>X_{sc}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{IN}</td>
<td>inorganic nitrogen</td>
<td>X_{h2}</td>
<td>biomass</td>
</tr>
<tr>
<td>S_{I}</td>
<td>soluble inerts</td>
<td>X_{i}</td>
<td>particulate inerts</td>
</tr>
<tr>
<td>S_{cat}</td>
<td>cations</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S_{an}</td>
<td>anions</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### ADM1 parameters

**Table S.5.** Model parameters used for ADM1 in the plant-wide simulation study. Units; N_i [kmol N.(kg COD)^{-1}], C_i [kmol C.(kg COD)^{-1}], Y_i [kg COD_X.(kg COD_S)^{-1}], k_i (decay rates) [d^{-1}], K_S_i [kg COD_S.m^{-3}], k_m_i [kg COD_S.(kg COD_X).d^{-1}], K_I_i [kg COD.m^{-3}], k_A_Bi [M^{-1}.d^{-1}], kLa [d^{-1}], K_A_i [M], R [bar.m^3.kmol^{-1}.K^{-1}].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>f_sI_xc</td>
<td>0.1</td>
<td>Y_aa</td>
<td>0.08</td>
<td>pH_UL_h2</td>
<td>6</td>
</tr>
<tr>
<td>f_xI_xc</td>
<td>0.2</td>
<td>Y_fa</td>
<td>0.06</td>
<td>pH_LL_h2</td>
<td>5</td>
</tr>
<tr>
<td>f_ch_xc</td>
<td>0.2</td>
<td>Y_c4</td>
<td>0.06</td>
<td>k_dec_Xsu</td>
<td>0.02</td>
</tr>
<tr>
<td>f_pr_xc</td>
<td>0.2</td>
<td>Y_pro</td>
<td>0.04</td>
<td>k_dec_Xaa</td>
<td>0.02</td>
</tr>
<tr>
<td>f_li_xc</td>
<td>0.3</td>
<td>C_ch4</td>
<td>0.0156</td>
<td>k_dec_Xfa</td>
<td>0.02</td>
</tr>
<tr>
<td>N_xc</td>
<td>0.002685714</td>
<td>Y_ac</td>
<td>0.05</td>
<td>k_dec_Xc4</td>
<td>0.02</td>
</tr>
<tr>
<td>N_I</td>
<td>0.004285714</td>
<td>Y_h2</td>
<td>0.06</td>
<td>k_dec_Xpro</td>
<td>0.02</td>
</tr>
<tr>
<td>N_aa</td>
<td>0.007</td>
<td>k_dis</td>
<td>10</td>
<td>k_dec_ac</td>
<td>0.02</td>
</tr>
<tr>
<td>C_xc</td>
<td>0.02786</td>
<td>k_hyd_ch</td>
<td>0.2</td>
<td>k_dec_h2</td>
<td>0.02</td>
</tr>
<tr>
<td>C_sI</td>
<td>0.03</td>
<td>k_hyd_pr</td>
<td>0.3</td>
<td>R</td>
<td>0.083145</td>
</tr>
<tr>
<td>C_ch</td>
<td>0.0313</td>
<td>k_hyd_li</td>
<td>0.1</td>
<td>T_op</td>
<td>308.15</td>
</tr>
<tr>
<td>C_pr</td>
<td>0.03</td>
<td>K_S_IN</td>
<td>0.0001</td>
<td>pK_w_base</td>
<td>14</td>
</tr>
<tr>
<td>C_li</td>
<td>0.022</td>
<td>k_m_su</td>
<td>30</td>
<td>pK_a_va_base</td>
<td>4.86</td>
</tr>
<tr>
<td>C_xI</td>
<td>0.03</td>
<td>K_S_su</td>
<td>0.5</td>
<td>pK_aBu_base</td>
<td>4.82</td>
</tr>
<tr>
<td>C_su</td>
<td>0.0313</td>
<td>pH_UL_aa</td>
<td>5.5</td>
<td>pK_a_pro_base</td>
<td>4.88</td>
</tr>
<tr>
<td>C_aa</td>
<td>0.03</td>
<td>pH_LL_aa</td>
<td>4</td>
<td>pK_a_ac_base</td>
<td>4.76</td>
</tr>
<tr>
<td>f_fa_li</td>
<td>0.95</td>
<td>k_m_aa</td>
<td>50</td>
<td>pK_a_co2_base</td>
<td>6.35</td>
</tr>
<tr>
<td>C_fa</td>
<td>0.0217</td>
<td>K_S_aa</td>
<td>0.3</td>
<td>pK_a_IN_base</td>
<td>9.25</td>
</tr>
<tr>
<td>f_h2_su</td>
<td>0.19</td>
<td>k_m_fa</td>
<td>6</td>
<td>k_A_Bva</td>
<td>1E+10</td>
</tr>
<tr>
<td>f_bu_su</td>
<td>0.13</td>
<td>K_S_fa</td>
<td>0.4</td>
<td>k_A_Bbu</td>
<td>1E+10</td>
</tr>
<tr>
<td>f_pro_su</td>
<td>0.27</td>
<td>K_lh2_fa</td>
<td>0.000005</td>
<td>k_A_Bpro</td>
<td>1E+10</td>
</tr>
<tr>
<td>f_ac_su</td>
<td>0.41</td>
<td>k_m_c4</td>
<td>20</td>
<td>k_A_Bac</td>
<td>1E+10</td>
</tr>
<tr>
<td>N_bac</td>
<td>0.005714286</td>
<td>K_S_c4</td>
<td>0.2</td>
<td>k_A_Bco2</td>
<td>1E+10</td>
</tr>
<tr>
<td>C_bu</td>
<td>0.025</td>
<td>K_lh2_c4</td>
<td>0.00001</td>
<td>k_A_BIN</td>
<td>1E+10</td>
</tr>
<tr>
<td>C_pro</td>
<td>0.0268</td>
<td>k_m_pro</td>
<td>13</td>
<td>kLa</td>
<td>200</td>
</tr>
<tr>
<td>C_ac</td>
<td>0.0313</td>
<td>K_S_pro</td>
<td>0.1</td>
<td>K_H_h2o_base</td>
<td>0.0313</td>
</tr>
<tr>
<td>C_bac</td>
<td>0.0313</td>
<td>K_I_h2_pro</td>
<td>3.5E-06</td>
<td>K_H_co2_base</td>
<td>0.035</td>
</tr>
<tr>
<td>Y_su</td>
<td>0.1</td>
<td>k_m_ac</td>
<td>8</td>
<td>K_H_ch4_base</td>
<td>0.0014</td>
</tr>
<tr>
<td>f_h2_aa</td>
<td>0.06</td>
<td>K_S_ac</td>
<td>0.15</td>
<td>K_H_h2_base</td>
<td>0.00078</td>
</tr>
<tr>
<td>f_va_aa</td>
<td>0.23</td>
<td>K_I_nh3</td>
<td>0.0018</td>
<td>K_P</td>
<td>50 000</td>
</tr>
<tr>
<td>f_bu_aa</td>
<td>0.26</td>
<td>pH_UL_ac</td>
<td>7</td>
<td>K_I_fa_low</td>
<td>0.40639</td>
</tr>
<tr>
<td>f_pro_aa</td>
<td>0.05</td>
<td>pH_LL_ac</td>
<td>5</td>
<td>K_I_fa_high</td>
<td>0.71421</td>
</tr>
<tr>
<td>f_ac_aa</td>
<td>0.4</td>
<td>k_m_h2</td>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C_va</td>
<td>0.024</td>
<td>K_S_h2</td>
<td>0.000007</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Figure S.4. Plant layout for the wastewater treatment plant in Benchmark Simulation Model No. 2 (Gernaey et al., 2014).
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Abstract
Multi-objective performance assessment of operational strategies at wastewater treatment plants (WWTPs) is a challenging task. The holistic perspective applied to evaluation of modern WWTPs, including not only effluent quality but also, resource efficiency and recovery, global environmental impact and operational cost calls for assessment methods including both on and off-site effects. In this study a method combining dynamic process models – including greenhouse gas (GHG) emissions and detailed energy models – and life cycle assessment was developed. The method is applied and calibrated to a large Swedish WWTP. In a performance assessment study changing the operational strategy to chemically enhanced primary treatment was performed and evaluated. The results show that the primary objectives, to enhance bio-methane production and reduce greenhouse gas emissions were reached. Bio-methane production increased by 14\% and the global warming potential (GWP) decreased by 28\%. However, the LCA revealed that due to increased consumption of precipitation chemicals and additional carbon source dosing (methanol) the abiotic depletion of elements and fossil resources increased by 77 and 305\%, respectively. The results emphasise the importance of using plant-wide mechanistic models and life cycle analysis to capture the dynamics of the plant – e.g. dynamics of GHG emissions – and the potential global environmental impact.

Keywords: wastewater treatment; process control; mathematical modelling; LCA; performance assessment
Nomenclature

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>Anaerobic digester</td>
</tr>
<tr>
<td>ADM1</td>
<td>Anaerobic Digestion Model No 1</td>
</tr>
<tr>
<td>ADP</td>
<td>Abiotic depletion potential</td>
</tr>
<tr>
<td>ANOX</td>
<td>Anoxic model reactors</td>
</tr>
<tr>
<td>AOB</td>
<td>Ammonia oxidizing bacteria</td>
</tr>
<tr>
<td>ASU</td>
<td>Activated sludge unit</td>
</tr>
<tr>
<td>ASM1</td>
<td>Activated Sludge Model No 1</td>
</tr>
<tr>
<td>ASM1G</td>
<td>Activated Sludge Model No 1 Greenhouse Gas</td>
</tr>
<tr>
<td>BSM</td>
<td>Benchmark Simulation Model</td>
</tr>
<tr>
<td>BSM2G</td>
<td>Benchmark Simulation Model No 2 Greenhouse Gas</td>
</tr>
<tr>
<td>CEP1</td>
<td>Centrum voor Milieukunde, Leiden University, The Netherlands</td>
</tr>
<tr>
<td>COD</td>
<td>Chemical oxygen demand [mg.l⁻¹]</td>
</tr>
<tr>
<td>DEOX</td>
<td>Non-aerated deox model reactor</td>
</tr>
<tr>
<td>DO</td>
<td>Dissolved oxygen [mg.l⁻¹]</td>
</tr>
<tr>
<td>DW</td>
<td>Dewatering unit</td>
</tr>
<tr>
<td>EIQI</td>
<td>Effluent quality index</td>
</tr>
<tr>
<td>EU28</td>
<td>The 28 member states of the European Union</td>
</tr>
<tr>
<td>FLEX</td>
<td>Flexible, aerated or non-aerated model reactor</td>
</tr>
<tr>
<td>GHG</td>
<td>Greenhouse gas</td>
</tr>
<tr>
<td>GU</td>
<td>Gas upgrade unit</td>
</tr>
<tr>
<td>GWP</td>
<td>Global warming potential</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel on Climate Change</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ISS</td>
<td>Inert suspended solids [mg.l⁻¹]</td>
</tr>
<tr>
<td>LCA</td>
<td>Life cycle analysis</td>
</tr>
<tr>
<td>LCI</td>
<td>Life cycle inventory</td>
</tr>
<tr>
<td>LCIA</td>
<td>Life cycle impact assessment</td>
</tr>
<tr>
<td>OCI</td>
<td>Operational cost index</td>
</tr>
<tr>
<td>ODP</td>
<td>Ozone depletion potential</td>
</tr>
<tr>
<td>OX</td>
<td>Aerated model reactors</td>
</tr>
<tr>
<td>PRIM</td>
<td>Primary mechanical treatment</td>
</tr>
<tr>
<td>RAS</td>
<td>Return activated sludge</td>
</tr>
<tr>
<td>SF</td>
<td>Sand filter</td>
</tr>
<tr>
<td>STOR</td>
<td>Sludge storage</td>
</tr>
<tr>
<td>THK</td>
<td>Thickener unit</td>
</tr>
<tr>
<td>TN</td>
<td>Total nitrogen [mg N.l⁻¹]</td>
</tr>
<tr>
<td>TSS</td>
<td>Total suspended solids [mg.l⁻¹]</td>
</tr>
<tr>
<td>VS</td>
<td>Volatile solids [mg.l⁻¹]</td>
</tr>
<tr>
<td>WWT</td>
<td>Wastewater treatment</td>
</tr>
<tr>
<td>WWTP</td>
<td>Wastewater treatment plant</td>
</tr>
</tbody>
</table>
1. Introduction

The holistic view applied to modern wastewater treatment plants (WWTPs) challenges the traditional methods for performance evaluation. Today not only effluent water quality and operational cost, but also energy efficiency, resource recovery rate and global environmental impact (e.g. on climate) need to be considered when assessing plant performance (Olsson, 2015). It is well known that WWTPs can emit substantial amounts of greenhouse gases (GHGs). Apart from the mostly biotic CO₂ emissions from degraded organic matter the main direct emissions from WWTPs are typically CH₄ from the sludge treatment and N₂O from the secondary biological treatment (Foley et al. 2011; Mannina et al., 2016). Foley et al. (2011) also showed that the variations in especially the important N₂O emissions are large and dependent on process configuration and operational strategy. Since over a decade there has been a strong focus on energy efficiency and recovery at WWTPs to reduce both costs and GHG emissions (Olsson, 2015). Even if this is a commendable intention it has been shown that energy saving at the same time can lead to an overall increase in GHG emissions, for example increased N₂O emissions (Flores-Alsina et al., 2014). Altogether, this calls for better modelling tools to evaluate and compare treatment strategies. Mechanistic process models have been used for several decades to assess treatment efficiency, residual environmental load and operational costs for WWTPs. They have proven to be a valuable tool for everything from green field design of new plants to design and evaluation of detailed control strategies (Rieger et al., 2012).

However, for the global environmental impact not only the direct emissions to water, land and air of different pollutants from the plant is relevant but also the up and downstream processes need to be taken into account. That includes external processes, such as production of input goods like power and chemicals, but also impacts of the remaining effluent load in the recipient and utilisation of bio-solids and bio-methane. These types of effects have successfully been assessed for WWTPs using life cycle assessment (LCA) (Baresel et al., 2016; Svanström et al., 2016; Corominas et al., 2013a,b). LCA evaluate the potential environmental impact due to the product or service under study characterised in different categories (Baumann and Tillman, 2004). The ISO standard for LCA (ISO 14044) gives a structured procedure for performing the LCA where, after defining the study, a life cycle inventory (LCI) is done where the environmental loads from the whole system are calculated followed by a life cycle impact assessment (LCIA) where the loads are characterised by the selected impact categories to get aggregated measures of the potential environmental impacts expressed in equivalent units (Baumann and Tillman, 2004).

To capture both the dynamic performance of the WWTP and the global environmental impact the combination of mechanistic process models and LCA have
been explored on generic benchmark type WWTP layouts (Corominas et al., 2013b; Meneses et al., 2016; Bisinella de Faria et al., 2015). These studies use combinations of different WWTP models and LCA to assess control strategies, load variations and local recipient conditions. However, all of these studies are limited in their coverage of the WWTP, either just the water line is modelled mechanistically (Corominas et al., 2013b; Meneses et al., 2016) or as in Bisinella de Faria et al. (2015) where the highly dynamic GHG production is modelled using static emission factors.

This paper explores the hypothesis that it is possible to combine a plant-wide WWTP process model – with detailed energy and GHG models – and LCA study to evaluate the overall performance of operational strategies at WWTPs, capturing both the dynamic effects at the plant and the global environmental impact due to external resource use. A model framework is presented and also tested in a case study performed at a full-scale Swedish WWTP comparing two operational strategies.

2. Methods

The general method developed in the Benchmark Simulation platform (Gernaey et al., 2014) coupled to a LCA model is presented in detail. Thereafter a case study where the model is adjusted to the plant under study is described together with a simulation study on enhanced primary treatment.

2.1 Process model development

For the detailed process modelling the Benchmark Simulation Model No 2 GHG (BSM2G) presented by Flores-Alsina et al. (2014) was used as a basis. The BSM platform is a general simulation platform for benchmarking of operational and control strategies at WWTPs. It consists of: i) a general plant layout (see Supplementary information, Figure S.1); ii) a set-up of sub-models for the included processes; iii) models for sensors, controllers and actuators to allow implementation of various control strategies; iv) a specified simulation procedure including an influent profile; and, v) an evaluation procedure including two aggregated indices: Effluent Quality Index (EQI) and Operational Cost Index (OCI). More information about the BSM platform can be found in Gernaey et al. (2014).

The BSM2G plant consists of a primary clarifier (PRIM) modelled with a simplified model by Otterpohl and Freund (1992) followed by an activated sludge unit (ASU) in a modified Ludzak-Ettinger configuration where the initial anoxic tanks (ANOX) and last aerated tanks (OX) are connected by an internal recycle.
bioprocess model is an extended version of the Activated Sludge Model No. 1 (ASM1) described by Guo and Vanrolleghem (2014) including greenhouse gas emissions (ASM1G); the key modifications are the two-step nitrification – with separate nitrifier biomass states: ammonia oxidizing bacteria (AOB) and nitrite oxidizing bacteria – and four-step denitrification (Hiatt and Grady, 2008) along with nitrifier denitrification by AOB proposed by Mampaey et al. (2013). The secondary settler is described by a one-dimensional 10-layer settler by Takács et al. (1991). The sludge line contains a thickener (THK), an anaerobic digester (AD) and a dewatering unit (DW). The AD is modelled using the Anaerobic Digester Model No 1 (ADM1, Batstone et al., 2002) and the THK and DW as ideal separation models. Dewatered sludge is stored for 12 months (STOR) before utilization.

The GHG emissions included in the BSM2G by Flores-Alsina et al. (2014) was supplemented with the following:

- direct emissions from digestion with 1% of the raw biogas (Avfall Sverige Utveckling, 2009);
- direct emissions from 12 months sludge storage (open storage in piles) with 8.7 kg CH₄.ton VS⁻¹ (VS for volatile solids) and 0.36% of total nitrogen (TN) as N₂O-N (Jónsson et al., 2015) – corresponding amounts of carbon and nitrogen are removed from the sludge;
- direct emissions from gas utilization with 1.7% of combusted raw biogas in co-generation unit (Liebetrau et al., 2010);
- indirect emissions of N₂O from the recipient due to residual effluent nitrogen with 0.005 kg N₂O-N.kg TNₑﬄuent⁻¹, (IPCC, 2013).
- three different bio-solids utilisation alternatives included with transport (trucks), CH₄ and N₂O emissions. The organic matter (measured as chemical oxygen demand, COD) is assumed to mineralise and carbon emitted as CO₂:
  - fertilization of farm land: 38% of the bio-solids, transport 150 km, emission factor N₂O = 0.01 kg N₂O-N.kg TN⁻¹ (IPCC, 2006);
  - composting: 45% of the bio-solids, transport 20 km, emission factor N₂O = 0.01 kg N₂O-N.kg TN⁻¹ (IPCC, 2006), emission factor CH₄ = 0.0075 kg CH₄.kg TOC⁻¹ (Kirkeby et al., 2005);
  - fertilization of forest: 17% of the bio-solids, transport 144 km, emission factor N₂O = 0.01 kg N₂O-N.kg TN⁻¹ (no data available, assumed equal to farm land);

The numbers suggested are to be used together with the generic BSM2G. For specific case studies these should be updated (transport distances, % distribution) or if a coupled LCA model is used off-plant processes should be replaced by LCI data.

The model was implemented in Matlab/Simulink (MATLAB 8.4, The MathWorks Inc., Natick, MA, USA 2014) and dynamic simulations for a full year eval-
ulation period were run according to the procedures in Gernaey et al. (2014). The averaged simulation results were used as input for the static LCA modelling of global environmental impact potential.

2.2 LCA model description

The LCA was performed according to the standard ISO 14044. The goal and scope of the LCA was to perform a comparative assay of the operational strategies simulated using the process model. The system boundaries for the LCA was therefore chosen to be the WWTP itself with direct emissions to water, soil and air and the production and transport of power and chemicals from resource extraction to the plant. The benefit of utilizing the produced bio-methane was accounted for with expanding the system to include the benefitting process, i.e. co-generation of heat and power (in BSM2G) or replacing diesel as vehicle fuel. For the purpose of comparing operational strategies one year of operation was considered and construction and demolition phases were excluded as it has been shown to have a limited impact for most traditional advanced WWTPs (Corominas et al., 2013a). To manage the LCI and LCIA the Gabi software tool was used (Gabi software 6.3, Thinkstep, Leinfelden-Echterdingen, Germany, 2013). The process model simulation outputs were used together with generic data from the Ecoinvent database (Weidema et al., 2013). Six impact categories were selected based on previous similar studies (Corominas et al., 2013a) and expected impacts calculated following the procedures developed by Centrum voor Milieukunde at Leiden University, The Netherlands (CML) (Guinée et al., 2002): abiotic depletion potential of elements (ADP elements) and fossil (ADP fossil) resources, eutrophication potential, acidification potential, global warming potential (GWP) and ozone depletion potential (ODP). For GWP emissions CH₄, N₂O and abiotic CO₂ were considered with GWP factors according to IPCC (2013). The procedures of CML were used also for the characterization in the LCIA.

2.3 Modelling of the Käppala WWTP

The Käppala WWTP in Lidingö outside Stockholm, Sweden receives wastewater from 11 municipalities in the northern part of the greater Stockholm area. The plant is mainly an underground facility built into the mountain close to the outer rim of the archipelago. The effluent requirements are 10 mg N.l⁻¹ TN and 0.3 mg P.l⁻¹ total phosphorous. This is achieved with a treatment process based on primary mechanical treatment, secondary biological treatment and tertiary filtration, Figure 1. The plant is built in two parallel parts where the original part has biological phosphorous removal in an A₂O process while the newer part is a pre-
denitrification configuration with simultaneous precipitation using ferrous sulphate. For the purpose of the modelling study only the new part of the plant was modelled. Where applicable the volumes and flows were reduced to correspond to the part of influent wastewater that is treated in the new part of the plant. The below description refers only to the new part of the plant if not otherwise stated. The BSM2G used as the model base and modifications are highlighted outlining the plant model below.

![Figure 1. Process flow diagram of the modelled parts of the plant. Arrows indicate flows of water and sludge (solid black), chemical input (solid grey), direct GHG emissions (dashed black) and energy input (dot-dashed black). The measurement points for aqueous N\textsubscript{2}O are indicated in the ASU (¤).](image)

The treatment process in detail consists of:

**Primary treatment:** 3 mm bar screens followed by pre-aeration and an aerated grit chamber. Primary sedimentation in 5 parallel lines with a removal efficiency of 51% COD and a primary sludge total suspended solids (TSS) concentration of about 6%. The primary sludge is pumped to the sludge treatment. Only the primary settlers were modelled.

**Biological treatment:** Secondary treatment in activated sludge. 5 parallel 10 m deep reactors with a modified Ludzak-Ettinger configuration with a total anoxic volume of 34 130 m\textsuperscript{3} utilizing influent COD as carbon source followed by aerated zones of in total 55 000 m\textsuperscript{3} and a final non-aerated zone of 3 300 m\textsuperscript{3} for lowering the effluent DO. The final non-aerated zone and the first denitrification zone are connected by an internal recycle. Five secondary settlers with a depth of 6.1 m separate the sludge and the return activated sludge (RAS) is pumped back in a joint RAS channel. The waste activated sludge is pumped to centrifugal thickeners. The ASU was modelled as one line – with five times the volume – with 9 zones in series (Fujie et al., 1983): three anoxic zones (ANOX 1 to 3), one swing zone (FLEX), four aerated zones (OX 1 to 4) and one final non-aerated zone (DEOX). The ASM1G model was used. To capture the effluent TSS at high flow rates the
secondary clarifiers were described using the Bürger-Diehl model (Bürger et al., 2013) implemented in Matlab by Arnell (2015). The simultaneous precipitation was not modelled as such but an addition of inorganic suspended solids (ISS) was introduced. For dissolved oxygen (DO) control the zones OX 1 to 4 have individual DO measurements and a PI regulator controls the airflow towards a DO set-point. The DO set-point in turn is controlled through ammonia feedback, i.e. a PI regulator controlling the DO set-point against a set-point of NH$_4$-N in the effluent of DEX. The aeration model was extended according to the principles described in Arnell and Jeppsson (2015) for converting $K_{L,a}$ to airflow.

**Filtration:** A tertiary filtration step with chemical precipitation (using ferric chloride) on two media downstream filters (SF). The filters are intermittently backwashed and the sludge is recycled to the plant influent. A simple cut-off model was constructed taking away all particulates above 5 mg TSS.l$^{-1}$ in the filter influent to the sludge phase, which was recycled to the plant influent.

**Sludge treatment:** The sludge from both the old and the new part of the plant is treated in two anaerobic digesters in series, each 9 000 m$^3$. The primary sludge is fed to the first digester and before entering the second digester mixed with the thickened secondary sludge. The digested sludge is dewatered in centrifuges to a dry solids content of 27%, which is stored for 12 months before application. The produced biogas is up-graded to vehicle fuel quality in a gas-upgrading unit (GU) and sold to the local public transport company to be used in city busses. The bio-solids are transported and utilized for fertilization of farmland or for landscaping. The dewatering supernatant is pumped back to the joint RAS channel before entering the anoxic zones. The sludge line was modelled with default models but the reactor configuration was adjusted to the Käppala plant layout and volumes adjusted according to the modelled portion of the flow.

Consumption of resources, such as energy and chemicals, were either modelled dynamically (i.e. carbon source addition) or calculated based on specific consumption numbers. Mainly specific data were retrieved from the utility but some generic BSM2G data were used when specific data were missing. Values are tabulated in Supplementary information, Table S.1. The specific consumption factors have when possible been coupled to dynamically modelled flows and volumes but for a few energy related processes static consumptions per day were the most reliable information.

A dynamic influent profile was created from plant data for the years 2012 and 2014. The actual flow measurements were used along with a synthetic diurnal load pattern created from the averaged and normed diurnal flow rate during dry weather. For influent fractionation and calibration the procedures in Rieger et al. (2012)
were followed. The year 2012 was selected for calibration and 2014 for validation. The results from 2012 were chosen for results presentation as this was a year with several severe rain events challenging the treatment process. For calibration of the \( \text{N}_2\text{O} \) production in the bio-process model additional measurements were made in the ASU. \( \text{N}_2\text{O} \) gas concentration was measured in the ventilation channel from one of the five parallel ASU lines and at the same time the aqueous \( \text{N}_2\text{O} \) concentration was measured at three different positions (one at a time) – beginning of OX, end of ANOX and mid OX. The \( \text{N}_2\text{O} \) measurements continued for more than 100 days. During this period also grab samples were analysed for \( \text{NO}_2\text{-N} \) 11 times.

For the LCA model the WWTP was split up into the main treatment steps supplemented with extraction of resources for and production and transport of power and chemicals needed for the process. The LCA model was also extended with the use of produced bio-methane as vehicle fuel. System boundaries are illustrated in Figure 2.

Figure 2. Schematic figure of the system boundaries and modelled activities for the LCA.
The full LCI data with references are given in Supplementary information (Table S.2) but some important assumptions were:

- for power production the average Swedish electricity grid mix was used (mainly hydro and nuclear power, about 90%);
- the methanol used in the scenario was assumed to have fossil origin;
- when used as vehicle fuel the bio-methane was assumed to replace 0.765 MJ of diesel for each MJ of bio-methane;
- for transport it was assumed with the actual transport distances (see Supplementary Information, Table S.2) with Euro 4 class trucks running on diesel containing 10 ppm of sulphur. Unloaded return trips were assumed.

For the interpretation of the LCA results the impact equivalence numbers – in functional unit, per m³ – were normed to the base case for internal comparison and also to the total EU28 emissions (Guinée et al., 2002) (values given in Supplementary information, Table S.3) in each respective impact category for evaluation of the relative importance of the different categories.

2.4 Global performance assessment of CEPT

The interest for enhanced mechanical treatment is growing as focus is shifted towards multiple objectives for WWTPs (Bachis et al., 2015). If the reduction over the different steps of the mechanical treatment can be increased several objectives can be improved: i) the load on the ASU is decreased leading to lower aeration requirements and increased treatment capacity in the ASU; and, ii) the biogas production is increased leading to less GHG emissions if the gas is utilized to replace fossil resources. A common way to achieve this is to implement chemically enhanced primary treatment (CEPT), where pre-precipitation with metal salts are used to improve the removal efficiency over the primary clarifiers. However, there are risks with this practice; extensive pre-precipitation can easily lead to deficiency of available organic matter for denitrification and even phosphorous in the ASU. So, there is a conflicting competition for the influent organic matter, whether it is best used for denitrification in the ASU or for biogas production in the AD. For denitrification external carbon sources, such as methanol or ethanol, can be used but it comes with a cost and environmental impact from production and transport of the chemicals.

A simulation study was designed to assess the total environmental impact of this strategy using the proposed methodology. For realism and verification, the calibrated model of the Käppala WWTP was used. The base case represents the current operation of the treatment plant and the simulation results from 2012 were used as the base case. The alternative strategy with CEPT was modelled with the following model-wise simple modifications: The reduction over the PRIM was increased to 60% COD by increasing the parameter \( f_{\text{corr}} \) to 0.8 and move the
modelling of precipitation (ISS addition) to before the PRIM. A reduction over the PRIM of that magnitude is possible if the plant has effective primary settling which is the case at Käppala. The goal with the simulation study was to show the change in environmental impact from the strategy assuming the same effluent quality. Therefore, the operation was tuned to match the same effluent standards as for the base case. To achieve this it was necessary to add methanol to the anox-zones match the denitrification in the CEPT case. This was done by a 50/50 addition to ANOX 1 and 2 with a PI regulator controlling the methanol flow towards a concentration set-point of 6.7 mg N.l⁻¹ NO₃-N in the effluent from the DEOX.

3. Results and Discussion

3.1 Model calibration

The model calibration shows a good fit for the standard water quality variables. Priority during the calibration was to fit the sludge age in the ASU to match the nitrification. This was achieved as the sludge age in the model is 13.0 compared to data 13.4 d. The resulting effluent TN and NH₄-N differs by only 0.1 mg N.l⁻¹ between model output and data. To achieve this, the TSS in the ASU had to be set slightly lower than actual values, 1 700 compared to 2 100 mg.l⁻¹ yielding a slightly lower overall bio-solids production. Comparison between model calibration results and plant data are tabled in Supplementary information, Table S.4. Default parameter values were used in the process model.

From the measured N₂O concentration in the reactor it was evident that no N₂O production occurred in the anoxic zones, see Figure 3. The in-tank N₂O concentration was very low at the end of the last anoxic zone even if no forced stripping had occurred. However, in the aerated zones the N₂O concentration was higher and increasing along the reactor. Taking the stripping, due to aeration, into account it could be concluded that the major part of the production and emission of N₂O occurred from the aerated zones. The reason for this is assumed to be the relatively high NO₂-N concentrations measured, around 0.3 mg N.l⁻¹. This relationship has been reported previously in literature (Foley et al., 2011). To calibrate the NO₂-N concentrations and succeeding N₂O emissions to air two half-saturation parameters were adjusted: \( K_{FA} = 0.002 \text{ g N.m}^{-3} \) and \( K_{FNA} = 0.00035 \text{ g N.m}^{-3} \). As seen in Figure 4, the average level of the modelled emissions is in line with measured values. However, the full dynamics of the measured emissions were not well predicted by the model. The model predicts a constant base line for the emissions of about 30 kg N₂O-N.d⁻¹ even when the measured emissions decrease around day 425, Figure 4. The model behaviour follows from the model equations for the AOB denitrifica-
tion. However, recent publications emphasise the importance of using a two-pathway model – including both hydroxylamine oxidation and AOB denitrification – under dynamic conditions (Mannina et al., 2016; Ni and Yuan, 2015). These models predict that the N₂O production relates to the rate of nitritation rather than DO. These new two-pathway models were not available at the time when conducting this study but the present results support that additional reaction pathways need to be considered in future work. One trade-off made in favour of getting proper emissions to air was that the N₂O concentration in aqueous phase had to be calibrated to a lower than measured values for the aerated zones. The reason for this is that the modelled stripping of N₂O – as previously reported by Lindblom et al. (2015) – is too effective. A higher liquid N₂O concentration would lead to too high emissions.

Figure 3. N₂O-N in aqueous phase. Data – grey, model – blue. The time scale represents simulation days, where 245 corresponds to 1st Jan. The three measurement points are indicated in Figure 1.

Figure 4. N₂O measurements at Käppala WWTP and model calibration result. Data – grey, model – blue. Full year simulation (top) and day 350 to 460 covering the N₂O measurement campaign (bottom).
3.2 Performance assessment of CEPT

The most relevant simulation results from the process model are presented in Table 1. The ambition that the effluent quality should be the same for the two cases was achieved and both the general Effluent Quality Index (EQI) and the specific nitrogen parameters were approximately similar for the two simulations.

The primary objective, to increase the production of bio-methane with CEPT, was reached. The bio-methane production increased by almost 14%. Along with that the energy for aeration decreased as expected. However, the change was small, due to the addition of methanol to the ANOX that kept up the total COD load on the ASU. The use of chemicals for precipitation increased substantially which was expected just as the additional methanol. The cost for operations increases with the cost of chemicals but the net operational cost could not be reported since the revenue from selling the bio-methane was not publically available.

The direct emissions of GHGs from the plant were affected by the operational strategy. The methane slip from the AD increased with CEPT due to increased gas production since it was calculated proportionally. In contrary a much larger decrease in GHG emissions were achieved as the N₂O emissions from the ASU decreased. It is hypothesised that this is due to the reduced load on the ASU with CEPT; the TN in the primary effluent was reduced and methanol was dosed which improves the C to N ratio in the ASU.

<table>
<thead>
<tr>
<th>Table 1. Simulation results from the process model for the base case and CEPT.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Unit</strong></td>
</tr>
<tr>
<td><strong>Effluent Quality</strong></td>
</tr>
<tr>
<td>EQI</td>
</tr>
<tr>
<td>NH₄-N</td>
</tr>
<tr>
<td>NO₃-N</td>
</tr>
<tr>
<td>TN</td>
</tr>
<tr>
<td><strong>Sludge production</strong></td>
</tr>
<tr>
<td><strong>Resource performance</strong></td>
</tr>
<tr>
<td>Bio-methane production</td>
</tr>
<tr>
<td>Power for aeration</td>
</tr>
<tr>
<td>Consumption precipitation chem.</td>
</tr>
<tr>
<td>Consumption methanol</td>
</tr>
<tr>
<td><strong>Direct GHG emissions</strong></td>
</tr>
<tr>
<td>N₂O ASU</td>
</tr>
<tr>
<td>CH₄ and N₂O sludge treatment</td>
</tr>
</tbody>
</table>
The LCA results based on the two simulations are presented in Table 2, Figure 5 and Figure 6. From Table 2 can it be concluded that all except ODP is within a 2 orders of magnitude related to the total emissions for 28 European countries for the year 2000; ODP is significantly smaller. Also in the LCA results the strive to keep effluent quality unchanged is evident as the difference in the impact category Eutrophication is small, Figure 5. The sought reduction in Climate impact of the operations was achieved and did decrease by 28%, Table 2. This is the result of several combined effects; a decrease of the direct plant GHG emissions, decreased power consumption as well as increased bio-methane production. The latter leads to decreased GWP as a credit is made when it substitutes fossil vehicle fuels, see Figure 6. Altogether, the Climate impact is reduced by almost a third despite the increased emissions from production and transport of methanol and precipitation chemicals.

<table>
<thead>
<tr>
<th>Impact category</th>
<th>Unit</th>
<th>Base case</th>
<th>CEPT</th>
<th>Base case</th>
<th>CEPT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADP elements</td>
<td>[kg Sbe. m$^{-3}$]</td>
<td>$3.7 \times 10^{-8}$</td>
<td>$6.5 \times 10^{-8}$</td>
<td>$2,3 \times 10^{-7}$</td>
<td>$4,1 \times 10^{-7}$</td>
</tr>
<tr>
<td>ADP fossil</td>
<td>[MJ. m$^{-3}$]</td>
<td>0.29</td>
<td>0.90</td>
<td>$3,2 \times 10^{-7}$</td>
<td>$9,8 \times 10^{-7}$</td>
</tr>
<tr>
<td>Acidification</td>
<td>[kg SO$_2$. m$^{-3}$]</td>
<td>$4.4 \times 10^{-4}$</td>
<td>$4.9 \times 10^{-4}$</td>
<td>$1,0 \times 10^{-6}$</td>
<td>$1,1 \times 10^{-6}$</td>
</tr>
<tr>
<td>Eutrophication</td>
<td>[kg PO$_4$. m$^{-3}$]</td>
<td>$2,4 \times 10^{-3}$</td>
<td>$2,2 \times 10^{-3}$</td>
<td>$4,9 \times 10^{-6}$</td>
<td>$4,5 \times 10^{-6}$</td>
</tr>
<tr>
<td>GWP</td>
<td>[kg CO$_2$. m$^{-3}$]</td>
<td>0.15</td>
<td>0.11</td>
<td>$1,1 \times 10^{-6}$</td>
<td>$8,1 \times 10^{-7}$</td>
</tr>
<tr>
<td>ODP</td>
<td>[kg R11.e. m$^{-3}$]</td>
<td>$2,0 \times 10^{-10}$</td>
<td>$9,2 \times 10^{-10}$</td>
<td>$7,6 \times 10^{-10}$</td>
<td>$3,5 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

Figure 5. Comparison between the LCA results for the base case (blue) and CEPT (red). The results are normalized to the value of the base case.
The improvement in Climate impact comes with a cost in terms of resource use. The elemental and fossil Abiotic Depletion potentials (ADP) are increased by 77 and 305%, respectively, see Table 2 and Figure 5. This increase is completely explained by the increased use of chemicals for precipitation and denitrification, Figure 6. The origin of the methanol was here assumed to be fossil based, which has a major impact on ADP fossil. In a parallel project using the same base model a sensitivity analysis on the origin of the carbon source was done and it showed a significant impact. The increase in fossil depletion was reduced significantly if recycled glycerol was used instead (Åmand et al., 2016).

The impact category with the largest relative change was Ozone Depletion potential (ODP); with CEPT it increased by 450%, Table 2. From the table, it is clear that the absolute values are very small and even normalized to the EU28 emissions the ODP was 2 to 4 orders of magnitude lower than that of the other categories. So, even if the increase was relatively large, it was from a low initial level.

The impact of CEPT on Acidification potential is negative but very small. The change is solely caused by production and transport of chemicals, especially methanol, which penalizes CEPT in this case.

3.3 General impact of results and limitations of method

The results above show the multidimensional, and often conflicting, impacts that arise from different operational strategies at WWTPs. When the operations are evaluated, not only based on effluent quality and cost but also on resource efficiency and global environmental impact, the evaluation grows complex. From the results it is evident that detailed process models are necessary to assess, for example, N₂O production in the ASU or overall effects of return streams. This confirms findings in previous studies, i.e. Flores-Alsina et al. (2014), Guo and Vanrol-
leghem (2014) and Corominas et al. (2013b); these effects can rarely be calculated with traditional spreadsheet methods (Rieger et al., 2012). At the same time the increase or decrease in resource use and recovery lead to a different environmental impact off plant that is not captured by the process model but only by LCA. To combine process modelling and LCA as in this study to describe the included processes and calculate the global environmental impact is useful for comparing alternative operational strategies at WWTPs and provides a thorough base for decision making.

The general method developed suggests also including utilization of bio-solids and expanding the system to include replacement of commercial fertilizer. This is done for completeness and consistency since effluent load is included as well as bio-methane utilization with crediting when used as vehicle fuel. In the case study there was unfortunately limited information available on the sludge utilization. Moreover, the data quality was poor for the expanded system of fertilizer replacement. Therefore, the sludge utilization was excluded. However, since the evaluated operational strategies produce very similar amounts of sludge this exclusion will have basically no impact on the conclusions.

The different impact categories in LCA measures different things expressed in different units and are not comparable per se. The standard for LCA studies, ISO 14044, states that weighted comparison of the impact categories is an optional part of the LCA conducted separately after the LCIA. This is good praxis since the subjective process of grading and weighting the results should not be mixed with the objective impact assessment. The weighting step was not performed in this study since it focuses on developing the method for impact assessment rather than decision making. However, if the results are to be used for decision making this weighting and comparison of the different impact categories’ mutual importance has to be done at a later stage. This exercise can be performed by skilled decision makers involved in conducting the LCA. Principles and guidance on weighting and multicriteria analysis can be found in literature (ISO14044; Baumann and Tillman, 2004; Malmqvist et al., 2006).

4. Conclusions

- The model platform Benchmark Simulation Model No 2 Greenhouse Gas was extended to – in addition to effluent quality and operational cost – also evaluate fugitive GHG emissions, more detailed energy efficiency models and global environmental impact.
- To assess the global environmental impact the dynamic process models have been coupled with a Life Cycle Analysis (LCA) model. This novel approach to couple a detailed plant-wide model including dynamic en-
ergy and GHG calculations captures both direct emissions and off site impacts, from for example production of electricity and chemicals.

- For the first time this model concept was calibrated to a real plant, the Käppala WWTP in Lidingö, Sweden. The model calibration under current operational conditions shows that the model is suitable for this traditional municipal treatment process. However, it is not possible to capture the full dynamics in $\text{N}_2\text{O}$ production and emission based on real data. From this fact it is concluded that a model containing $\text{N}_2\text{O}$ production only from autotrophic and heterotrophic denitrification is not sufficient. Additional production pathways need to be considered.

- A simulation study on altering the operational strategy at the Käppala WWTP in Lidingö, Sweden was performed. The current strategy with simultaneous precipitation and pre-denitrification utilizing internal COD was compared to a strategy with extensive pre-precipitation and adding methanol in the anoxic zones. The comparative simulations show that several of the initial goals with the strategy is fulfilled, i.e. higher gas production, lower aeration energy requirement and an overall decrease in global warming potential (28%). However, at the same time the LCA reveals that the abiotic depletion of both elemental and fossil resources increases by 77% and 305%, respectively. Also the ozone layer depletion increases many fold but from a very low initial level.

- The study shows that the method is applicable for use at WWTPs. The coupled process and LCA modelling methodology captures plant-wide and global effects that would not only been hard to show with standard spreadsheet calculations but would also remain hidden using any of the models separately. The results from this type of combined study create a good basis for choosing operational strategies at WWTPs.
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**Life cycle inventory data**

The resource consumption data used in the process modelling is presented in Table S.1. The inventory data used in the life cycle inventory (LCI) is tabulated in Table S.2. For the interpretation of the results the absolute values for the impact categories were normed to the total emissions of 28 European countries. The EU28 emissions are listed in Table S.3.

**Table S.1.** Data for resource consumption in the process model. For values indicated with (*), load or time dependent functions from Erikstam (2013) have been used.

<table>
<thead>
<tr>
<th>Resource</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Power</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary mechanical treatment incl. pumping of primary sludge</td>
<td>1 691*</td>
<td>kWh.d^{-1}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Mixing of anoxic zones</td>
<td>0.004</td>
<td>kWh.m^{-3}.d^{-1}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Aeration</td>
<td>0.025</td>
<td>kWh.m^{-3}.air</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Return sludge pumping</td>
<td>0.013</td>
<td>kWh.m^{-3}</td>
<td>Thunberg A. (2015) (pers. com.)</td>
</tr>
<tr>
<td>Internal recycling</td>
<td>0.0077</td>
<td>kWh.m^{-3}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Waste activated sludge pumping</td>
<td>0.134</td>
<td>kWh.m^{-3}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Thickening</td>
<td>1 169*</td>
<td>kWh.d^{-1}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Mixing of digesters</td>
<td>0.005</td>
<td>kWh.m^{-3}.h^{-1}</td>
<td>Gernaey et al. (2014)</td>
</tr>
<tr>
<td>Heating of digesters (electricity for heat pump)</td>
<td>3 316*</td>
<td>kWh.d^{-1}</td>
<td>Thunberg (2015) (pers. com.)</td>
</tr>
<tr>
<td>Dewatering</td>
<td>1 680*</td>
<td>kWh.d^{-1}</td>
<td>Erikstam (2013)</td>
</tr>
<tr>
<td>Gas upgrading unit</td>
<td>3 680*</td>
<td>kWh.d^{-1}</td>
<td>Erikstam (2013)</td>
</tr>
</tbody>
</table>

**Chemicals**

<table>
<thead>
<tr>
<th>Resource</th>
<th>Value</th>
<th>Unit</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precipitation chem. – simultaneous</td>
<td>9.5</td>
<td>g.m^{-3}</td>
<td>Käppalaförbundet (2012)</td>
</tr>
<tr>
<td>Precipitation chem. – primary</td>
<td>10</td>
<td>g Fe.m^{-3}</td>
<td>Thunberg (2014)</td>
</tr>
<tr>
<td>Precipitation chem. – sand filter</td>
<td>3</td>
<td>g Fe.m^{-3}</td>
<td>Thunberg (2014)</td>
</tr>
<tr>
<td>Polymer – thickener</td>
<td>10</td>
<td>g polymer.kg TSS^{-1}</td>
<td>Käppalaförbundet (2012)</td>
</tr>
<tr>
<td>Polymer – dewatering</td>
<td>12</td>
<td>g polymer.kg DM^{-1}</td>
<td>Käppalaförbundet (2012)</td>
</tr>
</tbody>
</table>

* load or time dependent functions from Erikstam (2013).
Table S.2. Life cycle inventory data. Transport distance is given from manufacturer.

<table>
<thead>
<tr>
<th>Input</th>
<th>Value</th>
<th>Transport distance</th>
<th>Dataset</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>0.36 kWh.m(^3) (base case)</td>
<td>-</td>
<td>SE: Electricity grid mix 1 - 60 kV(^1)</td>
<td>Swedish grid mix, 2011.</td>
</tr>
<tr>
<td></td>
<td>0.35 kWh.m(^3) (CEPT)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation chemical – base case</td>
<td>550 km, from KRONOS in</td>
<td>-</td>
<td></td>
<td>Assumed to be waste product FeSO(_4)·7H(_2)O from TiO(_2) production.</td>
</tr>
<tr>
<td></td>
<td>Fredrikstad, Norway.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precipitation chemical – CEPT</td>
<td>0.087 kg.m(^{-3})</td>
<td>570 km, from</td>
<td>IVL – Ferric chloride 40% oxidation with</td>
<td>Production of PIX 111 from magnetite.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KEMIRA in Helsingborg, SE.</td>
<td>oxygen(^2)</td>
<td></td>
</tr>
<tr>
<td>Polymer</td>
<td>0.0017 kg.m(^{-3})</td>
<td>570 km, from</td>
<td>IVL – Polyelectrolyte(^2)</td>
<td>50/50 w/w mix of acrylic acid and acrylonitrile, general model for</td>
</tr>
<tr>
<td></td>
<td></td>
<td>KEMIRA in Helsingborg, Sweden.</td>
<td></td>
<td>polyelectrolytes.</td>
</tr>
<tr>
<td>Carbon source – methanol</td>
<td>0.013 kg.m(^{-3})</td>
<td>870 km, from</td>
<td>GLO: methanol, at plant(^6)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Denmark.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Transport</td>
<td>-</td>
<td>-</td>
<td>GLO: Truck &amp; trailer(^1)</td>
<td>22 ton capacity , class Euro 4</td>
</tr>
<tr>
<td>Diesel</td>
<td>-</td>
<td>-</td>
<td>EU-27: Diesel mix at refinery(^1)</td>
<td>EU-27 diesel mix. 10 ppm S.</td>
</tr>
<tr>
<td>Bio-methane combustion emissions</td>
<td>1 MJ bio-methane replace 0.765</td>
<td>-</td>
<td>IVL – bio-methane (97% methane)(^3)</td>
<td>Ahlvik and Brandberg (2000)</td>
</tr>
<tr>
<td>(production and use)</td>
<td>MJ diesel</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Replaced diesel (production and use)</td>
<td>1 MJ bio-methane replace</td>
<td>-</td>
<td>IVL - Diesel, well-to-wheel(^5)</td>
<td>Diesel production and combustion: Gode et al. (2011)</td>
</tr>
<tr>
<td></td>
<td>0.765 MJ diesel</td>
<td></td>
<td></td>
<td>Diesel combustion: Ahlvik and Brandberg (2000)</td>
</tr>
</tbody>
</table>

\(^1\)Gabi software 6.3, Thinkstep, Leinfelden-Echterdingen, Germany, 2013
\(^2\)Internal database at IVL Swedish Environmental Institute
\(^3\)Ecoinvent database (Weidema et al., 2013)

Table S.3. Normalisation factors for EU28 year 2000 (region equivalents Apr. 2013, EU25+3 in Guinée et al., 2002). The unit for ADM elements refer to antimony (Sb) equivalents and the ODP unit to equivalents of the trichlorofluoromethane R11.

<table>
<thead>
<tr>
<th>Equivalences</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abiotic Depletion (ADP elements)</td>
<td>6.04·10(^6) kg Sbe</td>
</tr>
<tr>
<td>Abiotic Depletion (ADP fossil)</td>
<td>3.51·10(^{13}) MJ</td>
</tr>
<tr>
<td>Acidification Potential (AP)</td>
<td>1.68·10(^{10}) kg SO(_2)e</td>
</tr>
<tr>
<td>Eutrophication Potential (EP)</td>
<td>1.85·10(^{10}) kg PO(_4)e</td>
</tr>
<tr>
<td>Global Warming Potential (GWP 100 years), excl. biogenic carbon</td>
<td>5.21·10(^{12}) kg CO(_2)e</td>
</tr>
</tbody>
</table>
Model calibration results

The adapted Käppala WWTP model was calibrated to data for the year 2012. Calibration results for some important variables are shown in Table S.4.

**Table S.4.** Model calibration results. Comparisons between model results and measured data for 2012. ASU is short for Activated Sludge Unit.

<table>
<thead>
<tr>
<th></th>
<th>Model</th>
<th>Data 2012</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Load to plant</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COD</td>
<td>49 090</td>
<td>49 970</td>
<td>kg.d⁻¹</td>
</tr>
<tr>
<td>Total nitrogen</td>
<td>4 630</td>
<td>4 280</td>
<td>kg N.d⁻¹</td>
</tr>
<tr>
<td>NH₄-N</td>
<td>2 800</td>
<td>2 850</td>
<td>kg N.d⁻¹</td>
</tr>
<tr>
<td><strong>Load to secondary treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COD</td>
<td>24 304</td>
<td>26 100</td>
<td>kg.d⁻¹</td>
</tr>
<tr>
<td>Total nitrogen</td>
<td>4 550</td>
<td>4 370</td>
<td>kg N.d⁻¹</td>
</tr>
<tr>
<td>NH₄-N</td>
<td>3 250</td>
<td>3 170</td>
<td>kg N.d⁻¹</td>
</tr>
<tr>
<td><strong>Effluent concentrations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total nitrogen</td>
<td>8.5</td>
<td>8.6</td>
<td>g N.m⁻³</td>
</tr>
<tr>
<td>NO₃-N</td>
<td>5.9</td>
<td>7.1</td>
<td>g N.m⁻³</td>
</tr>
<tr>
<td>NH₄-N</td>
<td>1.3</td>
<td>1.2</td>
<td>g N.m⁻³</td>
</tr>
<tr>
<td><strong>Sludge and biogas</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSS in ASU</td>
<td>1 700</td>
<td>2 100</td>
<td>g.m⁻³</td>
</tr>
<tr>
<td>% VS in ASU</td>
<td>75</td>
<td>69</td>
<td>%</td>
</tr>
<tr>
<td>WAS production</td>
<td>11 000</td>
<td>13 900</td>
<td>kg TS.d⁻¹</td>
</tr>
<tr>
<td>Sludge production - dewatered</td>
<td>5 360</td>
<td>4 900</td>
<td>kg TS.d⁻¹</td>
</tr>
<tr>
<td>Production of raw biogas</td>
<td>12 500</td>
<td>12 000</td>
<td>Nm³.d⁻¹</td>
</tr>
<tr>
<td><strong>Other parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sludge age</td>
<td>13.0</td>
<td>13.4</td>
<td>d</td>
</tr>
<tr>
<td>Air flow to ASU</td>
<td>269 000</td>
<td>278 000</td>
<td>m³.d⁻¹</td>
</tr>
</tbody>
</table>

Benchmark Simulation Model No 2 plant layout

The Benchmark Simulation Model No 2 is presented in detail in Gernaey et al. (2014). The plant is designed similar to a general advanced nutrient removal wastewater treatment plant (WWTP) with high effluent requirements. The plant layout is presented in Figure S.1.
Figure S.1. Process flow diagram for the WWTP in BSM2G.
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