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Popular summary

In recent years it has become undeniable that human activity is affecting, in a negative way,
our planet’s climate. In order to mitigate this situation, efforts are being made to reduce
the emissions of greenhouse gases and pollutants to the atmosphere. One of the major
contributors to these types of emissions is the transport sector, particularly cars and trucks.

In this context, technologies such as battery electric vehicles (BEVs), fuel-cell vehicles and
bio-fuels are among some of the solutions that could enable cleaner road transport. In
spite of the wide range of alternatives technologies, recently, BEVs have received remarkable
attention, with almost all major OEMs currently producing and selling at least one BEV
model.

Although this sounds promising, both the total number of BEVs on the roads as well as their
market share are relatively low in comparison to the overall size of the automotive market.
In order for BEVs to take a more significant portion of the market they must overcome
a series of drawbacks. First, their higher up-front cost when compared to conventional
vehicles; second, their limited range and finally the lack of a refueling (charging) infra-
structure are the main aspects currently hindering the mass adoption of electric vehicles.

This thesis addresses the issue of developing a sustainable transport system based on BEVs
from a holistic perspective. In order to do so, the performance and cost drivers of the main
components of the system are identified and modeled. This includes detailed modeling
of power electronics converters, electrical machines and mechanical transmissions. At the
vehicle level, these models are used in the optimization of electric powertrains while at the
transportation system level they are used to analyze the implications of the deployment of
alternative charging infrastructure solutions.

As previously mentioned, the developed component models are used to optimize the design
of an electric powertrain. In this context, the powertrain for a passenger vehicle, with similar
specifications as a Nissan Leaf, is optimized considering three alternative EM topologies and
two powertrain configurations. Although it is possible to optimize for different objectives
such as reducing energy consumption, weight and/or cost this work aims at minimizing
the latter as it tends to be one of the main targets for the automotive industry.

From this optimization study it is possible to conclude that for a cost optimized powertrain,
both its cost andweight reduce together with an increase in the gear ratio of the transmission
and speed of the electrical machine, for the studied topologies, geometries and materials.
Moreover, the addition of a second speed to the transmission enables an increase in the
power density of the electrical machine which translates into a lower system cost. One
important aspect to keep in mind is that the initial assumptions on the cost of raw materials
and components have a great impact on the final results. Therefore, slight variations on
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these assumptions might result into a different optimal solution.

It is also interesting to adopt a higher level of abstraction to analyze the implications of
deploying alternative forms of charging infrastructure. This analysis is particularly relev-
ant nowadays that new technologies to enable dynamic charging of electric vehicles, also
known as electric road systems (ERS), are being developed and tested. In this context, this
thesis aims to compare the societal cost of implementing both static and dynamic charging
infrastructures at a nation-wide level under different scenarios.

Such analysis is performed both for Sweden and Denmark. The results point out that a
large scale implementation of a dynamic charging infrastructure, usable by all vehicle types,
would significantly decrease the societal cost of road transport electrification. This is due
to the fact that this infrastructure facilitates a significant reduction of the battery capacity
required on-board the vehicles, especially for passenger cars, which is a dominant driver for
the societal cost of road transport electrification.
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Nomenclature

$x Specific cost of the transmission component x [€/kg]

αpm Angular pitch of the permanent magnet [rad]

αso Angular pitch of the slot opening [rad]

αs Angular pitch of the slot [rad]

B̂c Peak flux density in the core [T]

Î Peak current [A]

µ Magnetic permeability [H/m]

ω Angular speed [rad/s]

ωopt Inertia term for the PSO

ϕ Pressure angle [deg]

Ψ Flux linkage [Vs]

ℜ Reluctance [1/H]

i⃗dq Current vector in the dq plane [A]

v⃗dq Voltage vector in the dq plane [V]

Ac Core cross section area [m2]

Ap Area product [m4]

Aw Winding cross section area [m2]

Achip Semiconductor chip area [mm2]

B Width of the contact band [m]
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Bcap,x Battery capacity for vehicle x [kwh]

Bt/y Flux density in tooth or yoke [T]

C1 Cognitive scaling parameter for PSO

C2 Social scaling parameter for PSO

Cf Surface condition factor [-]

Ch Hardness ratio factor [-]

Cp Elastic coefficient [Pa0.5]

Ccomp Depreciated cost of the electromobility related components [€/kWh]

Cemob Electromobility equivalent energy cost [€/kWh]

CERS Cost of the ERS segmet [€]

Ce Electric energy cost [€/kWh]

Cfuel Cost of fossil fuels needed to provide the same amount of tractive energy as 1 kWh
of electricity used by an electric powertrain [€/kwh]

Cinf Depreciated cost of the charging infrastructure [€/kWh]

Con−board Cost of on-board components [€]

Crate Charging/discharging rate of the battery [1/h]

dc Core depth at airgap [m]

dpp Distance between air-pockets [m]

dpr Distance between air pocket and rotor outer radius [m]

drange Driving range [km]

dx,year Average yearly driving distance for vehicle x [km]

E Modulus of elasticity [Pa]

Esw Switching energy [J]

ex Energy consumption per km for vehicle x [kwh/km]

F Width of the cantilever beam or face width of the gear [m]
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fs Operating frequency [Hz]

fsw Switching frequency [Hz]

Fd2 Volume factor [m3]

g Airgap length [m]

ht Height of the tooth [m]

hap Air-pocket’s height [m]

hpm Permanent magnet height [m]

htt Height of the tooth tip [m]

I Geometry factor for pitting resistance [-]

Iave Average current [A]

Inom Nominal current [A]

Irms RMS current [A]

Jrms RMS current density [A/m2]

K Contact load factor [Pa]

k0 Cost constant proportional to the ERS power [k€/MW]

K1 Material dependent constant [1/Pa]

k1 Cost constant proportional to road length [k€/km]

K2 Material dependent constant [1/Pa]

k2 Cost constant proportional to ERS hardware length [k€/km]

ka Relationship between semiconductor area and nominal current [mm2/A]

Kb Rim factor [-]

Kf Waveform coefficient [-]

ki Interest rate [-]

Km Load distribution factor [-]

Ko Overloading factor [-]
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Kr Reliability factor [-]

Ks Size factor [-]

Kt Temperature factor [-]

Kv Dynamic factor [-]

kv Compensation factor for blocking voltage [-]

Kw Winding fill factor [-]

kas Assembly cost factor [-]

kA Scaling factor for axial length of the EM [-]

kbatt Usable fraction of the installed battery capacity [-]

keddy Eddy current loss factor [Wm3/(HzT)2]

kERS Fraction of the road length equipped ERS hardware [-]

kex Excess or anomalous loss factor [Wm3/(HzT)1.5]

khyst Hysteresis loss factor [Wm3/(HzT2)]

kiron Factor that scales the initial width of the stator tooth and yoke [-]

knt Scaling factor for the number of turns of the EM [-]

kov Scaling factor for overloading of the EM [-]

kside Ratio between the side of the chip and the side of the power module stack [-]

L Inductance [H]

l Length [m]

lap Air-pocket’s length [m]

LERS Length of the electrified road [km]

lgap Airgap length of the EM [m]

m Modulation index [-] or gear’s module [mm]

mg Gear ratio [-]

mfd Gear’s aspect ratio [-]
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mps Ratio between the planet and the sun diameters [-]

N Transformation ratio [-]

Np Number of poles [-]

Nt Number of turns [-]

Niter Number of iterations [-]

Nlanes Number of electrified lanes [-]

Ntp Number of turns in the primary winding [-]

Nts Number of turns in the secondary winding [-]

Pcond Conduction losses [W]

Pcu Copper losses [W]

Pfe Iron losses [W]

Psw Switching losses [W]

pf Power factor [-]

q Number of slots per pole and phase [-]

R1 Radius of the 1’st cylinder [m]

R2 Radius of the 2’nd cylinder [m]

Rc Learning ratio [-]

Rce/f Collector-emitter or forward resistance [Ω]

rce/f Inverse of the slope of the normalized current vs on-state voltage curve [ΩA]

rpm Permanent magnet radial position [m]

rri Rotor inner radius [m]

rro Rotor outer radius [m]

rsi Inner stator radius [m]

rslot Radius of the slot corner [m]

rso Outer stator radius [m]
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Rs Stator resistance [Ω]

Rth,js Thermal resistance junction to ambient [◦C/W]

sc Contact stress [Pa]

Sf Safety factor [-]

Sh Safety factor for pitting [-]

st Bending Stress [Pa]

T Torque [Nm] or temperature [◦C] depending on the context

t Thickness of the cantilever beam or gear’s tooth [m]

ta Amortization time [years]

Ta Ambient temperature [◦C]

Tj Junction temperature [◦C]

TCr Temperature coefficient for the rce/f of the semiconductor [ΩA/◦C]

TCV Temperature coefficient for semiconductor on-state voltage [V/◦C]

TCsw Temperature coefficient for the switching losses of the semiconductor [1/◦C]

V Voltage [V]

v Poisson’s ratio [-]

v(t) Voltage as function of time [V]

vave,x Average speed of vehicle x [km/h]

Vce/f Collector-emitter or forward voltage [V]

Vtooth Volume of the stator tooth [m3]

Vyoke Volume of the stator yoke [m3]

W Applied force [N]

Wc Core width at airgap [m]

Wt Tangential force [N]

Wyk Width of the stator yoke [m]

xii
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Y Lewis’ form factor [-]

Yj Geometry factor for bending strength [-]

Yn Stress cycle factor [-]

Zn Stress cycle factor [-]
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AADT Annual average daily traffic
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BEV Battery electric vehicle

CAD Computer aided design
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Chapter 1

Introduction

1.1 Background

During the early ages of the automotive industry, several technologies were available to
replace horses as the main means of propulsion for carriages. By 1900 the most prom-
ising technologies were: internal combustion engines (ICEs), external combustion engines
(ECEs) in the form of steam engines, and electric motors [1]. All of these technologies had
advantages and drawbacks that ultimately would decide their fate. Early ICE vehicles were
hard to operate, noisy, dirty and needed to be manually cranked, but offered a long range
while using a relatively cheap and widely available fuel. On the other hand, long starting
times, limited range due to the need of carrying water, and the occasional risk of explosions
hindered the adoption of steam engines in personal vehicles despite having fewer moving
parts than ICEs, their quiet operation and fast acceleration. Similarly, electric vehicles
(EVs) offered a clean and quiet operation but suffered from short range, higher cost, insuf-
ficient access to electricity in rural areas and excessive weight, which made them hard to
drive in unpaved roads.

It was not until the beginning of the series production of ICE vehicles, the invention of
the electric starter and the increase in the availability of gasoline and lubricants that the
ICE started to take over the automotive market [2]. Although, their dominance continues
in today’s market, in recent years traction electric motors have made a comeback into the
automotive industry, mainly in the form of hybrids (HEVs), plug-in hybrids (PHEVs), fuel
cell (FCEVs) and battery electric vehicles (BEVs). This is shown by the fact that between
2010 and 2016 the market share of these vehicle types (excluding HEVs) increased from
0.01% to 1.10% and their number rose from 16 thousand to 2 million in the same period
of time [3]. Moreover, several international organizations and corporations such as the
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International Energy Agency (IEA), Bloomberg and British Petroleum (BP) project that
both their market share and total number of electrified vehicles will increase significantly
in the upcoming 20− 30 years [3–6].

The comeback of the electric traction motor has been motivated by several factors. The first
and maybe the most influential is the global increase in environmental awareness and the
firm decision from most governments to take action in order to limit the effects of climate
change, as clearly shown by the fact that 197 parties have signed the Paris Agreement and
170 have ratified it [7]. As part of the aforementioned agreement, each signing party has
submitted its own ambitious goals for reduction of greenhouse gas (GHG) emissions; for
example, United States¹ has the goal of reducing their emissions of GHGbetween 26−28%
by 2025 compared to 2005 while China has aimed to obtain 20% of its energy from low-
carbon sources and to reach a peak in their CO2 emissions by 2030. It is worth noting that
these two countries account for about 35% of the global CO2 emissions [8].

In order to achieve these targets, it is essential to reduce the emissions produced by the
transport sector which accounts for about 25% of the CO2 emissions globally, of which
3/4 can be attributed to road transport in particular [9]. For this reason, governments
around the globe have focused efforts on tightening emission standards for road vehicles
and on providing incentives to cleaner alternatives to the ICE. In this context, automot-
ive electrification is seen as one of the most promising solutions to reduce the emissions
derived from road transport, specially when coupled with a decarbonization of the electri-
city generation. In general, electrified vehicles produce significantly less tailpipe emissions
than their conventional counterparts, and plug-in vehicles (PHEVs and BEVs) in particular
do not produce any tailpipe emission while covering distances within their battery range.
However, for plug-in vehicles, it is important to consider the emissions corresponding to
the generation of the electricity used, as this has the most significant impact on the overall
emissions associated to these vehicle types [10].

Other aspects that have motivated the comeback of the electric traction motor into the
automotive market are the volatility in the price of fossil fuels and concerns over their fu-
ture supply. Transport of goods and people is essential to keep the society and the economy
working and 29% of the energy consumed worldwide is destined to this task, with fossil
fuels being the dominant energy source in the transport sector, accounting for 96% of the
total energy used [11]. Nonetheless, as fossil fuels are a local resource, most countries rely
on imports in order to fulfill their energy needs. Moreover, a reduced number of players
have a very significant influence in the international market. The top 10 net exporters and
importers account for about 75% of the crude oil market [11]. For this reason, political,
economical or social changes in the major exporter/importer countries can derive into sig-
nificant swings in the prices of these fuels. Additionally, the future supply of fossil fuels

¹In 2017 the U.S. government decided to withdraw from the Paris Agreement. However, this decision
will not be effective until 2020.
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cannot be warranted indefinitely, since they are non-renewable resources. In this context,
automotive electrification allows not only to lower the dependency of road transport from
fossil fuels by reducing the fuel consumption of the vehicles, but it can also enable a trans-
ition to replace fossil fuels by electricity, which can be produced locally from a wide range
of renewable sources such as hydro, solar, wind, tidal and geothermal.

All the aforementioned factors have pushed for an increase in research and technological in-
novation in the field of automotive electrification. Efforts have been focused on reducing
the cost and size while increasing the efficiency and performance of electric powertrains
and battery packs. The latter component has received special attention as, in most cases,
it constitutes the major cost and weight driver in electric and hybrid vehicles. In this con-
text, between 2012 and 2017 the volumetric and gravimetric energy density values have
increased from 220 to 290Wh/l and 120 to 160Wh/kg respectively [3,12], while their cost
has fallen from 500 $/kWh in 2008 to around 300 $/kWh in 2014 [13]. More recent estim-
ates yield an even lower cost of battery packs, in the range of 227-190 $/kWh [3,14,15]. On
the other hand, the performance and cost of power electronics converters (PECs) and elec-
trical machines (EMs) have also improved significantly in the latest years. In particular the
cost of the electric drive has dropped from 30 $/kW in 2012 to 15 $/kW in 2014, according
to the U.S. Department of Energy (DoE) and is targeted to reach 8 $/kW by 2022 [16,17].
Additionally, the power density is targeted to increase form 1.1 to 1.4 kW/kg and from 2.6
to 4 kW/l between 2012 and 2022 [17].

Despite all these, it is clear that additional work is needed in order to ensure a significant
penetration of electric and hybrid vehicles in the automotive market. In this regard, the
cost of the vehicles needs to be further reduced in order to make them competitive with
their conventional counterpart without the need for subsides or incentives. A fraction of
the required cost reduction can be expected to come from technological improvements
at the component level, economies of scale and the emergence of new technologies and
materials. However, further cost reductions can be achieved by optimizing the system as a
whole instead of optimizing the different components separately, which imposes artificial
constraints in the design process. Furthermore, system integration and the addition of
extra functionalities (e.g. charging or energy transfer between the traction and the service
battery) in the powertrain have the potential of reducing the overall cost of the vehicle.
Moreover, if the scope of the system is expanded past the vehicle itself, the optimization of
the type and placement of the charging infrastructure required by plug-in vehicles presents
a big opportunity to reduce the overall cost of electrification.
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1.2 Scope and Objectives

This thesis addresses the issue of developing an environmentally sustainable transport sys-
tem based on battery electric vehicles from a holistic perspective. In order to do so, the
performance and cost drivers of the main components of an electric powertrain are iden-
tified and modeled. Among the components included in this work are the power elec-
tronics converters (PECs), the electrical machines (EMs) and the mechanical transmissions
(MTs). The battery pack however, is not considered within the scope of this work. The
aforementioned models serve as the foundation for a comprehensive powertrain optimiza-
tion. Finally, This information is used to assess the societal cost of electrifying nationwide
automotive fleets under different scenarios.

The main objectives of this thesis are:

• To optimize the design of electric powertrains taking into consideration efficiency,
size, cost and performance.

• To quantify the cost impact of different electrification scenarios for a nationwide
fleet.

1.3 Contributions

The main contributions of this work are:

• Compilation of knowledge regarding the factors that affect the cost, size and per-
formance of the main components in an electric powertrain. This knowledge is then
translated into computationally efficient models to be used in the optimization of
an electric powertrain.

• Build a bridge between two disciplines, electrical and manufacturing engineering,
thus fostering a better understanding on how design decisions affect the required
manufacturing processes and vice-versa.

• Development of an optimization tool that allows to evaluate the impact of power-
train layout, machine topology, geometry and winding arrangement in the overall
cost, efficiency and size of the powertrain. This tool is aimed for use during the pre-
design stage, where a large number of powertrain combinations need to be evaluated
and considered in order to find a design that is worth to optimize further.
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• Detailed assessment of the consequences and impact of different design decisions,
based on the interactions and trade-offs between the different components in an
electric powertrain.

• Evaluation of the societal cost of electrifying a nationwide fleet, specifically applied
to Sweden and Denmark, in several scenarios considering different charging infra-
structure alternatives. This allows to identify the main cost drivers for the fleet elec-
trification and to quantify the cost effectiveness of different charging solutions.

• Development of a metric to determine which roads are most beneficial to electrify
from a societal perspective, i.e. provide the highest ratio between benefit and elec-
trification cost for their expected traffic volumes.
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Chapter 2

Electrified and electric vehicles

In this chapter an overview of different electrified and electric vehicle types, powertrain
configurations and alternative charging solutions is presented. The goal is to provide the
reader with a picture of the state of the art regarding different electrification technologies
and to better understand how the work presented in the upcoming chapters fits in the
context of automotive electrification.

2.1 Vehicle types

Road vehicles can be classified depending on the combination of energy storage(s) and
propulsion system that they use. In this context, the energy storage can usually be chemical
(hydrogen, fossil and alternative fuels), electro-chemical (batteries and supercapacitors),
mechanical (flywheels) and even pneumatic or a combination of them [18]. The propulsion
system for road vehicles commonly consists of an ICE and/or an EM.

An useful metric to help with the classification of road vehicles is the hybridization factor,
sometimes referred to as hybridization level, which is defined as the ratio between the power
of the EM(s) and the total installed power on the vehicle (EMs + ICE) [19]. This metric
is tightly related to the extent of the benefits and drawbacks associated with electrification.
The hybridization factor is a continuous scale, where at the bottom, with a hybridization
level of zero, are the conventional fossil fuel vehicles, and at the top, with a hybridization
level of one, are battery electric (BEVs) and Fuel cell vehicles (FCEVs). In between the
extreme points of this scale are a variety of HEVs. In this section the most common vehicle
types that use EMs for propulsion are presented.
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Figure 2.1: Powertrain configuration for micro and mild hybrids.

2.1.1 Hybrid electric vehicles

By definition, hybrid vehicles obtain the energy required for propulsion from at least two
different sources, the primary one which is usually a fossil fuel and the secondary one which
tends to be a battery. Although, other variants of hybrid vehicles exist, this work is focused
on HEVs as they are the most common and commercially available kind. The basic idea
behind a HEV is to combine the best aspects of both the ICE and the EM in order to reduce
the fuel consumption and emissions without sacrificing the driving range while at the same
time limiting the increase in the vehicle’s cost and in some cases improving performance.
Depending on their level of hybridization, HEVs can be classified in:

Micro hybrids: they represent the simplest and hence cheapest level of hybridization, and
usually provide the lowest gains in terms of reduction in fuel consumption (in the range of
2−10% [20]). In these vehicles, the starter and alternator are replaced by a single and more
powerful EM, which usually operates at 12V (standard for most ICE passenger cars). This
EM is often referred to as Integrated Starter-Generator (ISG), which can be belt driven or
mounted directly on the crankshaft (see Fig. 2.1a). Either of these implementations allow to
turn off the ICE while the vehicle is standing still as the EM can crank it in a relatively short
period of time when needed. In this way, the fuel consumption can be reduced, specially
during city driving where stops are frequent. Additionally, depending on the powertrain
configuration, limited regenerative breaking is possible, as well as some electric propulsion
in configurations with higher battery voltage. The termmicro hybrid includes vehicles with
hybridization factors below 10% [21].

Mild hybrids: they imply an increase in both battery voltage (≥ 42V) and hybridization
factor (below 25% [21]) with respect to the micro hybrids. Consequently they provide
higher reductions in fuel consumption (in the range of 10− 20% [20]) and the possibility
to assist the ICE with electric propulsion, particularly at low speeds. As shown in Fig. 2.1b
mild hybrids can be implemented in several ways, for example: the EM can be connected
to the ICE via a belt (P0); mounted on the crankshaft (P1); placed on the gearbox input
(P2) or output (P3); it can be mounted directly on the driving axle (P4); or inside the
wheel hub (P5). These configurations affect the amount of energy that can be recovered
from regenerative breaking, the system cost and whether or not it is possible to use the EM
to crank the ICE.
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Full hybrids: with a hybridization factor between 25−50% [21] these vehicles are equipped
with EMs and battery packs powerful enough to provide a significant amount of propulsion
to the vehicle. This yields to even further reductions in fuel consumption (in the range
of 20 − 50% [20]) and the possibility of enhancing safety and performance significantly.
Moreover, they may provide full electric driving within a limited range, and depending on
the configuration, start and stop functions can also be included. It is worth noticing that
as with all the previously mentioned hybrid vehicles, the total energy used for propulsion
ultimately comes from fossil fuels and hybridization only allows to increase the efficiency
on which that energy is being converted.

Plug-in hybrids: are basically full hybrid vehicles with the possibility of recharging the on-
board battery using an external source (e.g. the electricity grid). They provide the same
hybridization benefits as full hybrids with the added advantage of usually having a longer
all-electric range as they tend to be equipped with battery packs of higher capacity. Their
hybridization factor is usually above 50% [21].

Extended range electric vehicles: with respect to plug-in hybrids (PHEVs), they provide
both an increase in the all electric range (usually by means of battery packs of higher ca-
pacity) and also a decrease in the required size of the ICE. Extended range electric vehicles
(EREVs) drive most of the time in full electric mode and the function of the ICE is to
increase the driving range rather than to provide propulsion.

Moreover, depending on the ways in which the energy can flow between the different energy
storages and the wheels, the HEV architectures can be classified in:

• Parallel hybrid : this architecture might be the simplest way of electrifying a conven-
tional vehicle and it can be implemented in a variety of ways. The basic idea is to
add an EM to the conventional powertrain in a position where it can provide some
level of propulsion to the wheels. In this architecture both the ICE and the EM can
propel the vehicle separately or simultaneously and do so through the same axle (Fig.
2.2a) or different ones (Fig. 2.2b). As the required number of components added
to the powertrain is rather limited, parallel hybridization tends to be a cost effective
solution and by far the dominant architecture at low hybridization levels (micro and
mild hybrids). Moreover, it makes it possible to downsize the ICE as the EM can
assist with boost of power when needed.

• Series hybrid : in this architecture the ICE does not have any way of transmitting
mechanical energy directly to the wheels. Instead, the ICE drives a generator (EM)
that charges the battery pack and a different EM (or several) is in charge of propelling
the vehicle. An example of this architecture is presented in Fig. 2.2c. As the ICE is
not coupled to the wheels, it can operate at the highest efficiency point for the re-
quired power. Additionally, depending on the size of the energy storage it is possible
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Figure 2.2: Powertrain configuration for parallel, series and complex hybrids.

to reduce the rated power of the ICE. For example, for a sufficiently large energy
storage the ICE can be sized to the average power needed in a given drive cycle. On
the other hand, for a small energy storage, the ICE needs to be sized to the required
peak traction power. The sweet spot is likely to be somewhere in between these two
extreme cases, and therefore the correct sizing of the ICE and energy storage is an
interesting optimization problem. The main drawback of this configuration is that a
high number of energy conversions are performed to transform chemical into mech-
anical energy. Moreover, in series hybrids not all the power installed is available
for propulsion, which results in somewhat poorer utilization of the equipment and,
in most cases, a more expensive solution than a parallel hybrid vehicle. This is the
dominant configuration for extended range electric vehicles (EREVs).

• Complex hybrid : in this architecture two EMs and an ICE are used together with
a planetary gear transmission in order to provide all the advantages of series and
parallel hybrids (see Fig. 2.2d). One of the main benefits of this configuration is the
extended flexibility: by adjusting the load of the EMs and the speed of one of them,
it is possible to operate the ICE in high efficiency regions most of the time. However,
this architecture requires an elevated number of components and it is more complex
to implement and control than the previously presented ones, which usually results
in a higher cost as well.

2.1.2 Battery electric vehicle

If a vehicle uses a battery pack as its only means of on-board energy storage and an EM(s)
as its only means of propulsion, it is by definition a BEV. Similarly to PHEVs, the battery
pack in BEVs needs to be regularly recharged from an external source (e.g. the electricity
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grid). However, when compared with PHEVs, BEVs generally offer a longer all-electric
range and simpler powertrains, both in terms of hardware and control. On the other hand,
they tend to have a higher initial cost, offer an overall shorter driving range, require longer
recharging times and are more sensitive to the lack of charging infrastructure [22].

2.1.3 Fuel cell vehicles

In FCEVs chemical energy (usually stored in a high pressure hydrogen tank) is transformed
by a fuel cell into electricity that can then be used directly to propel the wheels or be stored
into a battery or a supercapacitor; which acts as an energy buffer and helps providing bursts
of power when needed. Thus, if the strict definition of a hybrid vehicle is used, a FCEV
would need to be considered a hybrid. However, unlike the HEVs previously presented, in
FCEVs the energy from both storages (chemical and electro-chemical) is transformed into
mechanical energy by an EM. This vehicle type offers no tailpipe emissions, long driving
ranges, quick refueling and it does not require any behavioral changes on the user side with
respect to conventional vehicles. However, it suffers from a high initial cost and a lack
of refueling infrastructure. Moreover, FCEVs have a lower grid to wheels efficiency than
BEVs as the production of hydrogen and its posterior transformation back into electricity
are low efficiency processes [23].

2.2 Powertrain configurations

The powertrains in BEV, FCEV and some HEV architectures, such as series and through
the road parallel hybrids, can be arranged in a variety of ways, as electric powertrains offer
the vehicle designers a higher level of flexibility compared to conventional ICE ones. In
this section, the most important distinctions between different powertrain configurations
are highlighted. It is worth pointing out that although all diagrams in Fig. 2.3 assume
the use of batteries, the same powertrain configurations could be implemented with other
forms of energy storage.

In an electric powertrain the propulsion can be concentrated in a single axle (as shown
in the first column in Fig. 2.3) or distributed through several (see second column in Fig.
2.3) without the need for a mechanical link between them. Having propulsion in different
axles increases traction, safety and improves the handling of the vehicle, features that can
be attractive both for passenger and heavy vehicles. Additionally, having several propelling
axles has the potential to increase reliability and enable limb-home functions, allowing
the vehicle to keep driving (at a reduced performance) after a component has failed. On
the other hand, a propulsion system concentrated in a single axle, in general presents a
smaller foot print, a lower cost, and requires a simpler control algorithms, making it a
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Figure 2.3: Alternative powertrain configurations.

strong candidate for lower cost vehicles.

Another consideration is the number of EMs used for traction, the powertrain can consist
of a single EM per driven axle (see Fig. 2.3a) or an EM per driven wheel (refer to Fig. 2.3c-
f)). In the first case the differential action is achieved by means of a mechanical differential
(in the same way as it is done in conventional vehicles); in the second case the differential
action is achieved by independent control of the different EMs attached to the wheels,
something sometimes referred to as electrical differential. Using a single EM per driven
axle provides a more robust and simpler system, with less failure points and usually a lower
cost. However, having an EM propelling each driven wheel increases the flexibility of
installation (as differential and prop shafts can be spared) and allows for additional features
such as torque vectoring and more accurate traction control. An alternative to the two
aforementioned configurations is the use of several EMs mounted on the same axle and
coupled to a differential (as shown in Fig. 2.3g). This configuration does not provide
torque vectoring but can allow the implementation of limp-home functions, expansion
of the high efficiency regions by the use of different EMs and/or gear ratios and increase
commonality in the components used in different vehicle models from the same original
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equipment manufacturer (OEM).

Moreover, as electric powertrains are significantly lighter than their conventional counter-
part, there is the possibility of having either part or all of it in a fixed position relative to
the wheels. A powertrain attached to the chassis is sprung with respect to the wheels. This
reduces the vibrations but limits the flexibility of installation as cardan joints and prop
shafts are needed in order to transfer power to the wheels. On the other hand, an unsprung
powertrain offers a higher level of flexibility of installation and smaller footprints but its
components are exposed to a harsher environment and need to withstand higher levels of
vibrations. Additionally, increases in the unsprung mass tend to decrease the overall com-
fort of the vehicle. Powertrains based on wheel motors (as shown in Fig. 2.3e,f) are the most
common example of a totally or partially unsprung powertrain, but other configurations
are also possible.

Finally, if several axles are being propelled, it is possible to combine alternative configura-
tions or components in the different axles (an example is shown in Fig. 2.3h), potentially
decreasing the energy consumption by increasing the high efficiency operating regions of
the powertrain. This alternative is particularly interesting in commercial vehicles as they
have higher utilization than passenger vehicles and the energy cost represents a more signi-
ficant share over their total cost of ownership [22].

2.3 Charging

Plug-in vehicles (BEVs, PHEVs and EREVs) in general have the need to recharge their
battery packs periodically. This can be done in a variety of ways, which ultimately have a
direct effect on both, the on-board and off-board components required.

2.3.1 Static charging

The most common way of charging a plug-in vehicle is to do it while it is standing still
through a conductive connection. In this context, the standards IEC 61851 [24] and SAE
J1772 [25] define four different charging modes for Europe and United States of America
respectively. It is worth highlighting that the charging modes defined in IEC 61851 are
extremely similar to the charging levels defined in SAE J1772 with the main difference
being related to the grid connection available in Europe and United States. In this section
a quick overview of the different charging modes described in IEC 61851 is presented, as
it is the most relevant standard in Europe.

Mode 1: it is the simplest charging mode as it takes advantage of widely available infra-
structure and basically implies the use of standard plugs. In mode 1 the maximum current
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is limited to 16 A and the connection can be single phase (230 V) or three phase (400 V)
which allows for charging powers up to 3.7 kW and 11 kW respectively. All the required
components are placed on-board the vehicle and no communication to any external equip-
ment is needed. However, this charging mode relies on the supply side being equipped
with a residual current device (RCD).

Mode 2: opens the possibility to double the transferred power from Mode 1. This is done
by allowing a maximum current of 32 A instead of the 16 A allowed by the previous mode,
increasing in this way the charging power to 7.4 kW or 22 kW for a single or a three phase
connection respectively. Unlike mode 1, mode 2 requires a control device to be placed
between the grid and the vehicle. This device is usually mounted on the charging cable or
in close proximity to the power outlet. The main functions of this device are to stop the
charging operation when a fault is detected and to communicate with the vehicle to limit
the maximum charging power.

Mode 3: unlike modes 1 and 2 requires the use of dedicated charging stations, that are
permanently connected to the grid. The charging station provides all the control and safety
features described for mode 2. The maximum charging power is also increased by the use
of a 63 A connection, allowing to transfer 16 kW or 44 kW for a single or a three phase
connection respectively.

Mode 4: introduces DC charging. Thus all the charging equipment is placed off-board
the vehicle unlike all the charging modes previously presented. It allows for a maximum
charging rate of 240 kW, with an output of up to 600 V DC and 400 A. Currently there
are two dominant standards for DC charging, CHAdeMO and the Combined Charging
System (CCS). However, the latter offers a higher level of flexibility as it allows for both AC
and DC charging through the same connector. For this reason, it could be expected that
in the near future CCS will become the dominant standard in Europe and United States.
Additionally, Tesla uses its own standard in their super charger stations [26].

So far a description of the different static conductive charging modes, both for AC and DC,
have been presented. However, static charging of plug-in vehicles can also be performed
wirelessly. There are several alternative technologies that can be used to this end [27], being
inductive power transfer (IPT) the most common one. In this charging method the vehicle
is equipped with a receiving coil and some on-board electronics while a transmitting coil
is placed either on or under the surface of the road. A magnetic coupling is established
between the receiving and transmitting coil allowing to transfer energy between the char-
ging station and the vehicle. Wireless charging offers several advantages, for example, it is
easy to operate and does not require the user to handle any electrical equipment or cables,
it provides galvanic insulation thus increasing safety and the required time to initiate and
terminate the charging is significantly reduced compared to conductive connections. How-
ever, drawbacks include higher cost, lower power density, bulkier on-board equipment and
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lower system efficiency [28].

2.3.2 Dynamic charging

In recent years, the idea of charging plug-in vehicles while they are moving has gained
momentum and a variety of different technologies focused on enabling dynamic charging
have emerged. These technologies are often referred to as Electric Road Systems (ERS) and
in general they all provide the same basic benefits, such as allowing vehicles to have smal-
ler battery packs without sacrificing their driving range, avoiding long charging stops and
possibly reducing the need for fast charging infrastructure. Without focusing on particular
solutions, ERS can be classified depending on their physical location with respect to the
road and the form of energy transfer. Following these criteria, five different groups can be
distinguished in the literature: overhead conductive, road bound conductive, road bound
inductive, road bound capacitive and road side conductive.

Overhead conductive: Overhead conductive electric roads consist of two supply lines
placed above the road at a height of around five meters. The vehicles need to be equipped
with a connection device, usually known as pantograph due to the existing similarities with
railway applications, in order to establish contact with the supply lines. Additionally, this
connection device must compensate both the lateral and vertical movements of the vehicle
respect to the supply lines. This technology is only suitable to supply vehicles that are rel-
atively tall (trucks and buses) as the large clearance between the power supply lines and the
road surface makes mounting a suitable connection device in smaller vehicles impractical.
From a safety perspective, overhead conductive ERS are advantageous since the supply lines
are hard to be accidentally reached by humans or animals, thus long stretches can be ener-
gized (> 1km) at once.

This technology is currently being tested in public roads in Sandviken, Sweden [29], where
contact lines supplying 650-750 Vdc are placed in a two kilometer stretch of highway and
plug-in Hybrid trucks equipped with pantographs connect to them in order to drive in full
electric mode.

Despite being a relatively mature technology in other applications such as trolley buses
and, to a certain extent, trams and railways (although in these the current return path is
through the steel wheels), higher driving speeds and potentially higher utilization of the
infrastructure introduce new challenges that need to be addressed.

Road bound conductive: The term road bound ERS refers to a group of dynamic charging
solutions that are characterized by presenting power conductors placed in close proximity to
the surface of the road. An electrical connection between the ERS and the vehicle is estab-
lished by means of a retractable current collecting device, hereinafter referred to as pick-up,
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placed placed underneath the vehicle, that makes contact with the power conductors. From
an electric safety perspective, this family of solutions tends to present significantly shorter
energized segments in comparison with overhead ERS, as the conductors are placed in easy
reach of humans and animals. The design of both the pick-up and the power conductors
on the road depends heavily on the specific road bound conductive ERS solution.

For example, in [30] the power conductors are placed inside grooves made to the surface
of the road, similar to a slot car. In this system, segments of around 50 m are energized
when the vehicle is on top of them. One advantage of this solution is that it allows the
energy supply to be either AC (reducing the cost of infrastructure) or DC (reducing the
cost on-board the vehicles).

On the other hand, an ERS solution is presented in [31] where two flat conductors are
placed in the middle of the lane, parallel to the road. Segments of 22 m are energized
in order to supply the vehicle with 750 Vdc. This solution comes inspired from previous
experiences in trams and railways.

Yet another approach is shown in [32], where the conductors are placed a few centimeters
above the surface of the road in a single track. Unlike previous concepts, the positive and
negative terminals are not placed side by side. Instead, this solution places the terminals
in-line with each other, alternating positive and negative segments with some insulation
distance in between segments. In order to close the electrical circuit, any vehicle needs to
be in contact with at least two segments (one positive and one negative). For this reason,
the segment length needs to be significantly shorter than in the previous concepts (1 m),
which can be perceived as an advantage in terms of safety as only the segments directly
underneath the vehicle are electrified in a given point in time.

Road bound inductive: In an inductive ERS energy is transfered from the road to the
vehicle without the need for a conductive connection. As for the case of static inductive
charging, this energy transfer is achieved by means of two sets of coils, the primary (placed
on the road) and the secondary (placed underneath the vehicle). Energy is transfered from
the primary to the secondary coil by magnetic induction, in what could be described as a
gapped transformer.

Despite the maturity of inductive energy transfer in consumer electronics and static char-
ging of EV, new challenges come when this technology is used for dynamic charging. One
of these challenges is the need for a good tolerance to lateral misalignments and vertical
displacement, as keeping the coils at the same relative position respect to the road while the
vehicle is moving is particularly difficult. Furthermore, the need for a high power density
on the secondary coil, in order to minimize the added weight to the vehicle, and the need
for an arrangement of coils that allows to supply vehicles of different sizes, and therefore
required power levels, are other challenges that need to be addressed. Finally, in order to
ensure the safety of the system, it is needed to contain and limit the magnitude of the
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leakage fields.

An example of an inductive ERS was demonstrated in 2009 by KAIST [33], as part of the
OLEV project. Moreover, an economical analysis of this technology is presented in [34]
showing that the cost savings due to the downsizing of the required battery pack for the
same driving mission are greater than the cost of installing the dynamic charging infrastruc-
ture.

Road bound capacitive: Another approach to contact less energy transfer to a vehicle while
in motion is through capacitive power transfer. In this case, a capacitive coupling is built
between metal plates on the road and the vehicle. This coupling is used to transfer power
from the road to the vehicle by means of high frequency voltages and currents.

The main advantage of this system is the simplicity and low cost of the electrodes as no
coupling coils are needed. On the other hand, high frequency inverters and rectifiers are
needed for this implementation which may lead to a higher system cost.

This technology has been shown in [35] where a capacitive ERS able to deliver 900 W
to the battery is implemented and tested on a single seater vehicle in a 2.4 m stretch.
This technology requires additional work to increase both the efficiency and power transfer
capabilities in order to be applicable to more conventional vehicles.

Road side conductive: Conductive ERS are not limited to be placed above or below the
vehicle. The Japanese OEM Honda has proposed to place the power conductors on the
side of the road [36], which allows both passenger and heavy vehicles to take advantage of
the infrastructure while keeping the road surface unchanged. This can potentially translate
into lower maintenance cost for the road and lower installation cost for the ERS.

This system has been tested at transfer powers of up to 450 kW and driving speeds up to
200 km/h [37, 38]. However, further test in public roads are needed in order to ensure the
reliability and safety of the system.

2.3.3 Challenges and opportunities

It is expected that the majority of the electric energy consumed by plug-in vehicles will be
provided by overnight charging [39–41], as it is the most convenient and possibly cheapest
way of charging for most users. However, access to night chargers is becoming an issue, spe-
cially in cities, where not all users have access to a private garage or a dedicated parking spot
with power outlets [42]. Finding solutions for these users represents a challenge, and altern-
atives such as installing charging posts in street parking spots, retrofitting power outlets to
existing electric infrastructure (e.g. street lamps), allowing home owners to place extension
cords from their houses to their vehicles, etc. are proposed [43]. However, as these solu-
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(a) Overhead conductive

(b) Road bound conductive (c) Road bound inductive

(d) Road bound capacitive (e) Road side conductive

Figure 2.4: Different ERS technologies. The energy supply is shown in blue while the the pick-up is shown in red.

tions do not cover the needs of all users, destination-, public- and/or fast-charging could
be the only viable alternatives in some cases. In this context, ensuring easy access to reliable
charging infrastructure is essential to increase the market penetration of plug-in vehicles.

Moreover, in a scenario where only static charging is implemented at a significant scale,
fast charging infrastructure becomes a necessity to reduce the range anxiety of the users and
to enable long distance traveling. Nevertheless, the correct dimensioning, placement and
roll-out of this infrastructure represents a challenge. An initial deployment with enough
coverage is needed in order to increase the adoption of plug-in vehicles, but at the same
time low infrastructure utilization can be expected during this initial phase [44], making
fast charging infrastructure an unattractive investment from the economical viewpoint.
Furthermore, the fast charging infrastructure should expand at a pace that keeps up with
the demands from a growing plug-in vehicle market, and new business models combined
with some government support may be required to create the right incentives for a private
deployment and operation of fast charging infrastructure [22, 42].

Increasing the availability of charging infrastructure can have added benefits other than
facilitating charging. Light duty vehicles in general spend most of their time parked and
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are only used a few hours a day, if charging infrastructure is widely available both at home
and at frequent destinations (e.g. work places, shopping malls, etc.) a large portion of the
vehicle fleet can be connected to the grid at any point in time, not necessarily for charging
only but also to provide benefits both to the vehicle owner and the grid [45]. The range of
services that vehicles can provide varies depending on the type of connection and the ways
in which the energy can flow between the grid and the vehicle [46]. For example, with
a unidirectional energy transfer, the vehicle charging can be scheduled to take advantage
of periods of low energy prices, or to provide grid services such as peak shaving and load
shaping to ease the integrations of renewable generation to the grid. However, these services
are only available as long as the vehicle battery is bellow its maximum allowable state of
charge (SOC). On the other hand, bidirectional energy transfer allows to implement some
additional services, such as valley filling, active power regulation, harmonic filtering, etc
[47]. Regardless of the type of services that the vehicle is delivering it is important to ensure
that the vehicle’s owner is being compensated for the additional cost and/or degradation
of the on-board components and for keeping the vehicle plugged even when it does not
requires charging. Additionally, it is important to guarantee that the vehicle has enough
charge when the owner requires it, as vehicle usability should remain a priority [48].

In this context, on-board chargers (OBC) are essential to allow vehicles to take advantage
of cheaper and more abundant charging infrastructure. However, they are expensive com-
ponents, specially when rated for high power. An alternative that promises to reduce the
overall cost of the vehicle while enabling high charging power, is to integrate parts of the
OBC into the electric powertrain [49–51]. These solutions tend to reduce the component
count at the expense of a more complex control and a generally lower efficiency when com-
pared with dedicated OBC. Although there is clear evidence that parts of the automotive
industry consider integrated OBC as a cost effective solution [52, 53] and that presently it
is a hot topic for research in academia [54–56], a study comparing the cost effectiveness of
an integrated OBC vs a dedicated one, accounting not only for the initial cost but also for
the cost of lost energy, is missing in the literature to determine the true cost effectiveness
of these solutions.

Another technology that has the potential to disrupt the automotive industry in general and
charging of plug-in vehicles in particular is autonomous driving. This technology allows
to increase the vehicles’ utilization and possibly reduce the fleet size. An obvious impact of
autonomous vehicles is that automatic connection (either conductive or inductive) to the
charging infrastructure will not be anymore a convenience for the user but rather a necessity
for the vehicle. Additionally, autonomous vehicles providing transportation services such
as car pooling/sharing, delivering goods, etc. are in direct competition with the use of
vehicles to provide grid services, as the former one relies on the vehicle being available for
driving as soon as possible (i.e. short charging times) and the latter benefits from having a
large number of vehicles being parked and plugged to the the grid at any point in time. A
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study of the interaction between autonomous vehicles and the possibility of providing grid
services can be quite interesting as literature on the topic is scarce.
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Chapter 3

Component modeling

In order to optimize or analyze electromobility systems it is necessary to use models that can
accurately describe the performance, size and cost of the components that comprise such
systems. Moreover, it is important to find a balance between the accuracy of the models
and their execution time in order for them to be a valuable tool in practical applications.
In this context, this chapter describes in detail how power electronics converters (PECs),
electrical machines (EMs) and mechanical transmissions (MTs) are modeled both in terms
of performance and cost. The models presented in this chapter serve as the foundation for
the work presented in Chapters 4 and 5.

3.1 Power electronics converters

An electrified vehicle has a variety of power electronics converters (PECs) that fulfill func-
tions such as traction, charging and even energy transfer between the traction and the service
battery. In this context, any accurate evaluation of a powertrain design or charging system
requires a detailed understanding of the factors affecting the performance and driving the
cost of a PEC. In this section, the methodology used to model the performance and cost
of a complete PEC is presented. The material described next is an extension of the work
previously published in [57].

In this work, a bottom-up approach is taken. The first step in this process is to define
the basic characteristics of the converter under study. Knowing the converter’s topology
is essential since it provides information on the layout and required set of components.
Although several topologies can achieve the same type of energy conversion and the PEC
can be implemented as a single unit or in multiple modules, the advantages and drawbacks
have to be pondered beforehand in order to select the most beneficial topology and config-
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uration for the application. Alternatively, an external loop can be added to the design and
cost estimation process to optimize the selection of the PEC’s topology.

In a similar manner, the operating point(s) and modulation scheme have to be specified in
advance, due to the fact that they play an essential role when determining the stresses on
the different components. Additionally, information about the operating conditions and
available cooling needs to be provided in order to ensure that the converter can operate
effectively in the targeted environment and that the enclosure fulfills the demands of the
application.

After all the input parameters are defined, the next step consists in determining which com-
ponents need to be designed and which can be selected directly from a component database.
The general approach is that all the signal and control components (i.e. microcontroller,
voltage and current sensors, CAN transceiver, etc.) are selected from a component database
while power electronic components (i.e. power modules, inductors, transformers, DC-link
capacitors, snubbers, filters, etc.) are designed and optimized to work under the specified
operating points and predefined conditions.

Once all the components are either selected or designed, the layout is established based
on the size of the components and the topology of the converter. The size and number
of layers of the control PCB is determined as a function of the components that must be
mounted and the required connections to other components. At this point the sizes of all
the components are available and their layout is known, so the process continues with an
estimation of the housing and cold plate or heat sink dimensions.

The sizing methodology used for designing the major power electronics components is
presented next.

3.1.1 Semiconductor devices

When selecting semiconductor devices for a PEC, the objective generally is to determine
the minimum required size of all the semiconductor devices in the converter that ensures
the desired performance under the specified operating conditions. In order to achieve this,
a similar approach as the one presented in [58] is adopted in this work. This approach res-
ults particularly interesting since it does not restrict the selection of semiconductor devices
to those readily available in the market; instead, given a semiconductor technology, this ap-
proach allows to optimize the size of each device according to the needs of the application.
This approach is feasible in reality if the expected production volumes are large enough,
otherwise the use of off the shelf components may result in a more cost effective solution.

The size of the semiconductor influences the electrical and thermal characteristics of the
device. The selected sizing approach requires the development of a database of compon-
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Figure 3.1: Area as function of nominal current for 600/1200V IGBTs and Diodes.

ents where both their electrical and thermal attributes are correlated with their chip area.
Although most datasheets do not specify the area of the semiconductor; a relationship
between the nominal current of the device and its chip area can be extracted from bare die
datasheets. An example of this can be observed in Fig. 3.1 where the chip area is expressed
as a function of the nominal current of the device for IGBTs and diodes rated for 600 V and
1200 V. The relationship between chip area and nominal current can be described using
(3.1), where a different ka is obtained for each semiconductor technology and rated voltage
(see table 3.1).

Achip = kaInom (3.1)

The next step consists in modeling the losses as a function of the operating conditions
and chip area. In line with the standard procedure in the literature, only conduction and
switching losses are considered when computing the total power losses in the semiconductor
devices.

Pcond T/D = Rce/f I2rms + Vceo/fo Iave (3.2)

Equation (3.2) shows how the conduction losses are computed. The rms and average current
(Irms and Iave) are given by the operating point and modulation scheme. On the other hand,
the on-state resistance (Rce and Rf for IGBTs and diodes respectively) and the threshold
voltage (Vceo for IGBTs and Vfo for diodes) are properties that depend on the temperature,
rated voltage of the device and, for the on-state resistance also its size.

The left column of Fig. 3.2 shows the current vs voltage curves for 600 V IGBTs and di-
odes. Each color represents devices with different nominal currents; continuous and dashed

25



V
ce

 [V]
1 1.5 2 2.5

I c [
A

]

200

400

600

800

1000

600V IGBT

V
ce

 [V]
1 1.5 2 2.5

I c [
p.

u]

0

0.5

1

1.5

600V IGBT normalized

600A @ 25°C
600A @ 125°C
450A @ 25°C
450A @ 25°C
300A @ 25°C
300A @ 125°C
50A @ 25°C
50A @ 125°C
Fit @ 25°C
Fit @ 125°C

V
f
 [V]

1 1.5 2

I f [
A

]

200

400

600

800

1000

600V Diode

V
f
 [V]

0.6 0.8 1 1.2 1.4 1.6 1.8

I f [
p.

u]

0

0.5

1

1.5

600V Diode normalized

Figure 3.2: Current vs on-state voltage for 600 V IGBTs and diodes with different nominal currents.

lines are used to depict the curves at different temperatures (25◦C and 125◦C respectively).
When these curves are normalized with respect to the nominal current of the devices (see
right column of Fig. 3.2) it can be seen that for both temperatures the curves for all the
devices lay on top of each other. Several remarks can be made from this figure. The first one
is that the threshold voltage only depends on the rated voltage of the device and the oper-
ating temperature but not on its chip area; the second one is that the temperature influence
on the threshold voltage and resistance of the device can be decoupled from its size and
the final the final remark is that the resistance of the device is inversely proportional to its
size at a given operating temperature. Although, the aforementioned remarks are to be ex-
pected when one takes a close look at the internal structure of the different semiconductor
devices [59], the proposed approach aims to quantify the influence of both temperature
and chip area on the on-state resistance and threshold voltage of the device using only in-
formation available in datasheets and without needing to know the exact internal structure
of the semiconductor device. This allows to estimate the performance of devices that use
the same semiconductor technology and rated voltage but have a different chip size and/or
operate at a different temperature.

From the curves presented in Fig. 3.2 the threshold voltage at different temperatures can
be obtained as the point where the approximated curve (shown in red on the right column
of Fig. 3.2) crosses the x-axis. Moreover, as datasheets usually provide such curves for at
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least two temperatures, a compensation factor is calculated as presented in (3.3) and used
to compute the threshold voltage at any temperature as shown in (3.4) [60]. On the other
hand, it is possible to calculate the resistance of the device as shown in (3.5) where rce/f
is the inverse of the slope of the normalized current vs on-state voltage curve and TCr is
the temperature coefficient for rce/f which can be determined as shown in (3.6). All the
calculated values for 600 V and 1200 V IGBTs and Diodes are presented in Table 3.1.

TCV =
Vceo/fo@T1 − Vceo/fo@T2

T1 − T2
(3.3)

Vceo/fo(Tj) = Vceo/fo@T1 + TCV(Tj − T1) (3.4)

Rce/f (Tj,Achip) =
ka
Achip

(
rce/f@T1 + TCr(Tj − T1)

)
(3.5)

TCr =
rce/f@T1 − rce/f@T2

T1 − T2
(3.6)

Table 3.1: Semiconductor devices parameters

IGBT Diodes

Vrated 600V 1200V 600V 1200V

ka [mm2/A ] 0.507 0.9651 0.2546 0.5197

Von@25◦C [V ] 0.8093 0.8816 1.0451 1.03

Von@125◦C [V ] 0.71 0.7905 0.9037 0.8504

TCV [V/◦C ] −0.00099 −0.00091 −0.0014 −0.0018

ron@25◦C [ΩA ] 0.7336 0.8196 0.5005 0.6255

ron@125◦C [ΩA ] 0.9869 1.1999 0.5812 0.8154

TCr [ΩA /◦C ] 0.0025 0.0038 0.000806 0.0019

TCsw [1/◦C ] 0.0025 − 0.006 −

Modeling the switching losses of semiconductor devices is a more challenging undertaking
as they are affected not only by the current, blocking voltage, temperature and chip area of
the device but also by the driver characteristics. Without the possibility of doing extensive
lab testing to adjust all these dependencies, the selected approach implies correlating the
switching energy losses provided in the datasheets of commercially available devices with
their chip area and the switched current.

The switching losses are calculated as described in (3.7). The switching frequency (fsw) is a
parameter defined beforehand. Tj and V represent the operating temperature and blocking
voltage while Tref and Vref are the reference values at which the energy losses are defined
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Figure 3.3: On-state resistance as function of die area for 600/1200 V IGBTs and Diodes at different operating temperatures.
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in the datasheets. TCsw is the temperature coefficient for the switching losses, which can
be calculated as shown in (3.8). The obtained values for TCsw are presented in Table 3.1
for 600 V devices, however, the datasheets compiled for 1200 V devices only provide the
switching energy losses for one temperature value, which makes it impossible to calculate
TCsw. For this reason, the temperature coefficient for the switching losses calculated for
600 V devices is also used for the 1200 V ones. kv is a compensation factor to account for
changes in the blocking voltage and its value is taken from [60]. Finally, the energy losses
are represented by Esw. This last parameter is described as a function of the current and
chip area of the device as it can be seen in Fig. 3.4 where the losses for diodes and IGBTs
rated for 600 and 1200 V are depicted.

Psw = fswEsw(Achip,I)

(
V
Vref

)kv (
1+ TCsw(Tj − Tref)

)
(3.7)

TCsw =

Esw @T1
Esw @Tref

− 1

T1 − Tref
(3.8)

It is worth mentioning that as the presented energy losses are taken directly from datasheets
they are measured under specific testing conditions and by use of a recommended value for
the gate resistor. Terms to compensate for different operating temperature and voltages are
included in Eq. (3.7). However,if a different gate resistor value is to be used, it is necessary
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to experimentally measure the losses in the devices and add them to the database creating
a new surface on top or below the ones presented in Fig. 3.4. In this work, the size of
the semiconductors devices in the converters is calculated assuming that the recommended
gate resistor is selected.
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Figure 3.4: Switching energy losses for 600V and 1200V IGBT’s and diodes as function of chip area and current. The blue dots
are the losses extracted from the datasheets and the surfaces are the fitted losses.

Since this work focuses on electric powertrains for vehicles and charging infrastructure, the
power levels of interest range from some tens of kW to a few hundred. In this range, the
dominant enclosure for semiconductor devices is the power module. This type of packing
provides a good thermal conductivity between the semiconductor device and the heatsink
or cold plate, which enables higher power densities. Alternatively, discrete devices packed in
through-hole enclosures can be used in conjunction with PCBs in low power applications
in order to reduce costs. However, the advantages of this implementation are significantly
reduced when several devices need to be connected in parallel [61]. For the exposed reasons,
and to allow the model to be valid in a wide power range, the present work assumes power
modules to be the package of choice for semiconductor devices.

With the package defined beforehand, the thermal resistance between the junction of the
semiconductor and the heatsink can be determined as it mostly depends on the structure
of the power module and the thermal interface material (TIM). The silicon itself only ac-
counts for about 4% of the total thermal resistance [60]. Taking this into consideration, the
thermal resistance between the junction and the heatsink of any semiconductor device can
be modeled as a function of its area and the distance to surrounding chips as shown in Fig.
3.5a. The surface represents the values calculated from a 3D finite element model (presen-
ted in Fig. 3.5b); the blue dots are the values for thermal resistance calculated according
to [58]. It can be seen that for a kside of around 2.3 the results from the finite element model
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match quite well with those available in the literature, however, small discrepancies can be
observed at high chip sizes. This can be due to differences in the power module structure
used to generate both expressions and/or that the range of chip sizes explored in Fig 3.5a is
outside the range of the data used to generate the expression shown in [58].
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Figure 3.5: (a) Thermal resistance as function of chip area and ratio between the side of the chip and the side of the power
module stack. (b) 3D thermal model used.

Tj = Ta + Rth,jsPloss (3.9)

Once the loss and thermal modeling of semiconductor devices is complete, an iterative
procedure is carried out in order to determine the minimum size of the device required
for a given application. The input data to the iterative procedure are the technology of
semiconductor, currents, blocking voltage, switching frequency and heatsink temperature.
As the first step of this process, a preliminary estimation of the area is carried out and
the losses produced by a chip of that size are estimated. By use of those losses and the
heatsink temperature, the junction temperature is calculated (3.9). If Tj is greater or lower
than the predefined maximum value, the size of the chip is adjusted and the process is
repeated until the junction temperature is around the desired level. At this point, the
size of the semiconductor device is optimized for the application. This process can be
observed in the semiconductor section of Fig. 3.9. This procedure is then repeated for each
semiconductor in the converter. It is important to keep in mind that this sizing procedure
is based on average temperature and losses, meaning that peak temperatures can exceed the
maximum allowable junction temperature. Finally, it is worth noticing that the described
loss estimation and sizing methodology for IGBTs and diodes are also applicable to other
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transistor and diode technologies or voltage ratings, as long as it is described how their chip
area affects their thermal and electrical characteristics.

After the total area of all the semiconductor devices is estimated, it is possible to calculate
the number and size of power modules required to accommodate all the devices. The
ratio between the power module and semiconductor area is usually in the range of 4-10
and is tightly related to the kside used to estimate the thermal resistance. Reducing this
ratio increases the thermal coupling between chips (as shown in Fig. 3.5b) but reduces
the size and/or number of power modules which effectively reduces the cost. Finding an
optimal value for this ratio requires an in-depth thermal analysis which would be very time
consuming. Therefore, in this work kside is selected to be fixed at 2.3 based on experience
and analysis of commercial modules. Once the size and number of power modules and
semiconductor devices are calculated, it is possible to estimate the cost of the power module
using the cost model presented in [62].

3.1.2 Magnetic components

The procedure to design inductors and transformers is well known and vastly explained in
the literature [63–65]. As for the previous components, this work focuses on producing an
estimation of the true size with material specifications and winding arrangement for the
inductor or transformer rather than on providing a final, complete and detailed design.

In this context, the employed sizing procedure starts with collecting the required input
data. Operating conditions and frequency, available cooling, current and voltage wave-
forms and transformation ratio or inductance are among the essential parameters required
to determine the size and eventually the cost of the specific inductor/transformer.

The winding configuration is defined beforehand by the designer, who has to ponder the
benefits and drawbacks of one configuration respect to the others in the application under
consideration. For example, the main benefit of round wires is their lower cost compared to
alternative solutions. On the other hand, edge and foil winding provide a high fill factor,
while at the same time provide lower AC copper losses than round conductors at high
frequencies. Finally, litz wires are an interesting alternative to further reduce the AC losses
in the winding at the expense of a higher cost and lower fill factor. Table 3.2¹ shows a
representative range of costs for different types of windings. It should be noted that the
specific cost depends on a variety of factors such as copper purity, conductor thickness,
size, insulation class, purchasing volumes etc. Therefore, values outside this range could be
expected. Similarly, the core material is preselected in order to reduce computational time.
Depending on the application, the designer can select between electrical steel or ferrites of

¹The presented cost ranges are obtained directly from industrial partners, for publicly available data please
refer to [62]
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different lamination thickness and/or grades; other core materials such as iron powder cores
and Nanocristalline alloys could also be used but are not currently included in this work.
Table 3.3² presents some of the attributes of different soft magnetic materials. It is worth
noting that within each category there exists a large number of products and grades each
with its own performance characteristics and associated cost. If it is desired to optimize
the winding configuration or core material selection, an external loop can be added to the
design of the magnetic component in order to test the different alternatives.

Table 3.2: Cost of different winding materials

Winding type round wire flat wire foil litz

Cost [/kg] 6− 20 6− 20 9− 40 15− 60

Once all the required input data have been gathered, and the winding configuration and
core material have been selected, the optimization of the magnetic component’s geometry
can be initiated. The first step consist in proposing a set of core geometries based on the
requirements of the application. The core size is intentionally not discretized to standard
sizes according to manufacturers’ databases. Instead, it is assumed that all core dimensions
can be freely varied (as shown in Fig. 3.6a). For each core geometry, analytic equations and
reluctance networks are used to calculate the airgap(s) length (if applicable), the operating
flux densities and to define possible winding arrangements that allow to achieve the desired
inductance or transformation ratio.

For both inductors and transformers, the area product appears as an important quantity
relating the winding and core cross section area with the energy stored (in the case of in-
ductors) and the apparent power (in the case of transformers). This quantity is often used
to select the size of magnetic cores, but it can only be used directly if good guidelines for
the operating flux and current densities are available for similar applications and cooling
conditions, which is not often the case. Nonetheless, all cores that are feasible solutions
for the application at hand must fulfill the area product condition. However, not all cores
that fulfill the area product condition would be feasible solutions for the application as this
condition does not include thermal constraints and high frequency effects. With this in
mind the main sizing equations for inductors and transformers are presented next:

Inductors

The area product condition for inductors is presented in (3.10), where Î and Irms are the peak
and rms current respectively, Kw is the fill factor, the winding and core areas are represented
by Aw and Ac respectively, Jrms is the current density and B̂c is the peak flux density in the

²Material characteristics are summarized from [64–69]. The presented cost ranges are obtained directly
from industrial partners, for publicly available data please refer to [62]
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Table 3.3: Soft magnetic materials properties

Material Ferrites Amorphous (Fe) Nanocristalline
Electrical

Steel
GOES

Permeability

µr [-]
100− 20k 10k− 150k 15k− 150k 1k− 10k 20k− 80k

Bpeak [T] 0.2− 0.5 0.7− 1.8 1.2− 1.5 1.2− 2 2

resistivity

[µΩ m]
102 − 108 1.2− 2 1− 2 0.15− 0.7 0.46− 0.49

Cost [/kg] 5.5 16 23 1− 15 1.2− 2.5

core. The area product condition is used to perform a preliminary screening of cores that
would require either a too high current or flux densities in order to fulfil the demands of
the application. This reduces computational time as unfeasible solutions are ruled out early
in the evaluation process.

The required number of turns (Nt) can be calculated as a function of the desired induct-
ance, peak current and maximum allowable flux density as shown in (3.11). Analyzing the
reluctance of the geometry presented in Fig. 3.6a, the inductance can be expressed accord-
ing to (3.12), where the reluctance of each element is calculated as shown in (3.13). It is
important here to adjust the effective area of the airgap [70] in order to account for the
effect of fringing flux, which affects the airgap’s reluctance. In this work, the approach
presented in [63] is used (3.14) as it is simple to compute and provides good accuracy. By
combining (3.11)-(3.14) it is possible to calculate the required air gap length.

Ap = Aw Ac ≥
L Î Irms

Kw Jrms B̂c
(3.10)

Nt =

[
LÎ
AcB̂c

]
(3.11)

L =
N2

t
ℜc +

∑
ℜg

(3.12)

ℜ =
l
µA

(3.13)

Ag = (Wc + g)(dc + g) (3.14)
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Figure 3.6: (a) Transformer/inductor core geometry (b) Lumped parameter thermal model.

Transformer

The area product condition for transformers is presented in (3.15), where
∑

VA is the sum of
the apparent power in the different windings, Kf is the waveform coefficient (ratio between
the rms and average value of the voltage) and fs is the operating frequency. This expression
is used in the same way as the area product expression for inductors previously explained.
The number of turns in the primary winding of a transformer can be calculated according
to Faraday’s law as shown in (3.16); consequently, using the predefined transformation ratio
(N), it is possible to compute the required number of turns in the secondary winding 3.17.

Ap = Aw Ac ≥
∑

VI
Kf Kw fs Jrms B̂c

(3.15)

Ntp =

[∫ DT
0 v(t)dt
B̂c Ac

]
(3.16)

Nts = [ NtpN ] (3.17)

Once both the airgap length (if applicable) and the windings layout are defined for the
specific core geometry, it is necessary to evaluate if the proposed solution fulfills the thermal
constraints. This requires a good estimation of the copper and core losses. In order to
accurately compute the copper losses, a 2D analytic approach similar to the one presented
in [65, 71–73] is taken. The selected approach uses the method of images to model the
effect of the core in the distribution of the H-field in the windings. Moreover, airgaps can
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(a) Analytical calculation (b) Finite element

Figure 3.7: Comparison between the copper losses calculated analytically and by use of FEM.

be modeled as an additional current conductor with a magneto-motive force (MMF) equal
to that in the actual airgap. In this way, it is possible to include proximity and skin effect
losses in the conductor and to account for losses due to fringing flux from the air gap in
a computationally efficient manner. In order to assess the accuracy of this approach, the
results obtained from it have been compared to 2D finite element simulations for a certain
slot geometry and winding layout (see Fig. 3.7). In this comparison each conductor carries
a triangular wave current with a duty cycle of 25, an average value of 3.3A, a peak of 4
A and a frequency of 10 kHz. The maximum discrepancy in the calculations occurs close
to the airgap where the analytic method overestimates the losses up to 10 respect to the
losses obtained by FEM.The average error in the winding is below 4.5 which is regarded
as sufficiently accurate to be used for sizing magnetic components. On the other hand, the
core losses are calculated using the modified Steinmetz equation (MSE) [74].

With all the losses calculated, a thermal network is used to estimate the hot spot temperature
in the windings of the inductor or transformer. Since for sizing purposes only the steady
state temperatures are of interest, the thermal network presented in Fig. 3.6b considers
only the thermal resistances. Moreover, it is assumed that the components are potted; this
is both to provide some level of mechanical protection and to improve heat transfer to the
cooling surfaces.

In this work, the use of analytical calculations and thermal and reluctance networks is pre-
ferred over finite element analysis due to their fast execution and sufficiently high accuracy.
However, it is worth noticing that additional steps need to be performed prior to the pro-
duction of a final design. For example, the stray inductance and capacitance need to be
calculated, the estimated losses can be compared with results from finite element simula-
tions, the manufacturability of the proposed winding solution needs to be verified, etc.

Summarizing, the size of these components is determined as follows: first a large set of
core geometries is proposed. Each one of the proposed cores is then evaluated to see if
it fulfills the requirements of the application at hand; the number of turns, airgap length
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(if applicable) and operating flux densities are calculated. Once this is done, the copper
and core losses are calculated and it is verified that the hot spot temperature is below the
maximum allowable temperature for the selected winding class. From the initial set of
proposed core geometries a subset of feasible cores is found. The final step is to select
one geometry from this subset of feasible cores according to a criterion predefined by the
designer. This criterion can be highest efficiency, lowest weight or minimum cost. This
process is described in the inductor and transformer column of Fig. 3.9.

3.1.3 Capacitors

Among the bulkiest and most expensive components of the PEC are the power capacitors.
Together with the magnetic components (i.e. transformers and inductors) they determine,
to a great extent, the required dimensions of the housing.

In order to select the most appropriate capacitor for the application, several aspects need to
be considered. First, the capacitor technology needs to be defined. The most common type
of capacitors used in power electronics are metallized film and electrolytic. Depending on
the application, one capacitor technology may be better suited than another. However, in
general it can be said that electrolytic capacitors have a greater capacitance density, shorter
life expectancy and lower current handling capabilities than film capacitors. The second
aspect to consider is the voltage rating of the capacitor, which has to be selected to provide
a margin with respect to the nominal operating voltage. This allows the capacitor to cope
with voltage transients and extends its life expectancy. Thirdly, the capacitormust withstand
the current stresses it is subject to without overheating or accelerating its degrading process.
As a first approximation, the rated rms current at the operating frequency and temperature
can be used as a guide [75], although in a final design a thorough analysis of the losses and
the thermal cycling is required. Finally, it needs to be ensured that the peak and inrush
currents are within the limits of the selected capacitor.

To demonstrate how the capacitor technology influences its characteristics, Fig. 3.8 presents
the volume and current handling capabilities of capacitors for DC-link application as a
function of technology, voltage and capacitance. It can be noticed that for a given voltage
rating, both the volume and current are quite linear with the capacitance. Deviations from
this approximation can be explained by the fact that capacitor manufacturers do not optim-
ize the packaging of each capacitor independently but instead they try to reduce the number
of packaging alternatives that they offer in their product range. It is worth mentioning that
similar figures can be obtained for capacitors meant to be used in other applications such
as snubbers and filters. However they are out of the scope of this work.

A database including capacitor technology, volume, cost, voltage rating and current hand-
ling capabilities is created in order to determine the capacitor characteristics for a given
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Figure 3.8: DC-link capacitors characteristics.

application. Interpolation is used to estimate the values if the required capacitor is not
among the set of samples used to construct the database. This approach is feasible in real-
ity since most capacitor manufacturers offer the alternative to produce tailored capacitors
as long as they utilize existing technologies and the production volumes are large enough.
Once all the characteristics of the capacitor are defined, its cost can be estimated using the
cost model presented in [62].

3.1.4 Signal and control electronics

As previously mentioned, for cost purposes, all the required voltage, current and temperat-
ure sensors, communication and control processors, connectors and gate drivers are selec-
ted from a component database. The cost of sensors is dependent of the desired resolution,
bandwidth and range; while the cost of gate drivers is associated with their peak current,
driver voltage and whether isolation is required or not. On the other hand, the processors
are manually selected before hand and the same processors are assumed to be used for con-
verters of different power but intended for the same application. It is important to point
out that a complete design of the different PCBs required is not part of this work. Never-
theless, a fixed offset cost is added to the PCB to account for all small electronic components
such as capacitors, resistors, operational amplifiers, voltage regulators etc. In this way the
major cost drivers related to signal and control electronics can be accounted for.

As it is presented in upcoming sections, the control unit and all signal electronics are a
substantial cost driver in low power converters as a significant portion of their cost do not
scale with the converter’s power rating. Thus accounting for it is extremely important when
comparing system designs that use converters of different power levels.
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3.1.5 Manufacturing and assembly

Once the main components in the PEC are sized and/or selected a good estimation of
the dimensions and material cost of the converter can be obtained. Nonetheless, to trans-
form silicon dies, copper wires, soft magnetic materials, capacitors, etc. into a functional
converter several manufacturing processes need to be performed. For example, at the com-
ponent level, the inductor’s and transformer’s coils need to be wound, their cores blanked
and stacked or purchased, the different parts need to be assembled together and finally the
completed component needs to be potted and tested. Similarly, capacitors need to be pur-
chased, connected and potted while semiconductor devices are assumed to be purchased
already packed in power modules. The housing needs to be cast or formed from metal
sheets and the connectors need to be put in place. At the converter level, the different
components need to be placed in the housing and connected together, cooling surfaces
need to be machined to improve heat transfer and finally the whole unit needs to be sealed
and both environmental and electrical testing need to be carried out in order to ensure that
the converter performs as expected. All this is summarized in Fig. 3.9.

An in-depth analysis of the manufacturing steps needed to produce a PEC is out of the
scope of this work. However, all the aforementioned manufacturing steps require different
levels of investment and labor, ultimately contributing to the final cost of the converter.
Moreover, design decisions define requirements and can even become constraints for the
selection of the appropriate manufacturing processes and vice versa, existing production
equipment, manufacturing tolerances, etc. are aspects that should be taken into consider-
ation during early stages of the design.

3.1.6 Cost modeling

In automotive electrification, besides fulfilling performance requirements, cost reduction
tends to be one of the main objectives. In order to accurately assess the cost effectiveness
of a given solution it is necessary to develop tools able to estimate the cost of the different
components using similar assumptions and constraints. For this reason, a complete cost
model for PECs is developed in this work [57]. This model does not aim to calculate the cost
of existing converters but rather to provide a cost estimation early in the design process,
even before the first prototype is built, when there is still time to make adjustments or
improvements. At this stage, not all the details of the converter are known, for example the
control unit is not fully designed, the geometry of the housing is not yet optimized, etc.
However, all major components are defined with sufficient level of detail so that a fairly
accurate estimation can be carried out.

The developed cost model consists of two interconnected parts, one is the design and se-
lection of all major components (previously explained) and the other one is the selection
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and optimization of all the manufacturing processes required to produce both the compon-
ents themselves and the converter as a whole. This work focuses on the first part while the
second one is described in high level of detail in [76].

The presented PEC model can be used to study the influence of relevant design parameters
(e.g. rated power, DC-link voltage, production volumes, etc) on the overall cost of a con-
verter for a certain application as it is shown in upcoming sections. It can also be included
in the optimization of larger systems (e.g. electric powertrains). To be effective, it is import-
ant that the developed model is able to automatically transform requirements and inputs
into cost estimations in a computationally effective manner. As inputs, this model requires
not only all the information needed to size the different components (explained in detail in
previous sections), but also data regarding the cost of “raw” materials and purchased com-
ponents, cycle times and yield of different manufacturing processes, labor costs, etc. [76].
The input requirements are transformed by the first part of the PEC model (“design and
selection”) into geometrical and material definitions that are taken by the second section
of the model (“manufacturing”) to optimize the selection of manufacturing steps, and out-
put the estimated cost of the converter at different production volumes. Additionally, the
second section of the model also to provides a good idea on required manufacturing steps
and level of investments needed for the converter under study.

3.1.7 Results

As it is stated at the beginning of this section, the developed model aims to estimate the
performance, dimensions and cost of a given PEC. This model can be used both in the
development of particular converters or in the optimization of larger systems in which the
converter plays a key roll (as it is presented in upcoming chapters of this thesis). In order
to demonstrate the type of results that can be expected from this model, the properties of
a traction PEC for an electrified vehicle are estimated. In this context, a sensitivity analysis
of the main design parameters affecting the cost of the converter is presented and examples
of different efficiency maps that can be extracted from the model are shown.

This application represents an interesting case of study since it is highly sensitive to cost
variations and some cost projections are available. For example, in [77] is reported that by
2015 a reasonable figure for an automotive PEC is 8 $/kW.

The selected converter topology is a three-phase, two-level, voltage source converter and the
modulation scheme is SV-PWM.The converter is assumed to be liquid cooled with a cold
plate temperature of 80 ◦C. Due to the harsh environment that the converter is expected
to operate in, an IP67 ingress protection level is selected.

As an example, a sensitivity analysis is only out based on production volumes, rated power

40



104

103

10250
100

150

103

200

Converter cost

Production volumes [units/y]
Power [kW]

Vdc = 400V Vdc = 600V

(a) Converter cost

200
150

100
50104

103
102

101

Cost per kW

Production volumes [units/y] Power [kW]

Vdc = 400V Vdc = 600V

(b) Converter cost per kW
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and dc-link voltage level. The switching frequency remains the same for all converters at
10 kHz and the semiconductor devices are Si Diode and field stop IGBT3 − 4. Film
self-healing capacitors are used in the dc-link.

Fig. 3.10a shows the estimated manufacturing cost of a PEC rated for different powers
and voltages under varying yearly production volumes. The first thing that can be noticed
is that, for “high” power converters, the rated voltage has an impact on the cost. This
can be explained by looking into the way that the two main components of the converter
react to changes in the voltage/current combinations. Semiconductor devices normally
lose current handling capabilities and increase their cost for the same die area at higher
voltages, but simultaneously, as the voltage increases the current demands in the converter
are reduced since the power is maintained constant. This leads to a slight increase in the
cost of semiconductors for converters of lower voltages. On the other hand, the capacitor
volume and current handling capabilities increase together with the voltage ratings but the
capacitance requirement drops due to a drop in the current through the dc-link capacitor,
reducing the final cost of the dc-link capacitor for converters of higher voltages.

The second aspect that is important to observe in Fig. 3.10a is that, at low production
volumes, the impact of the rated power in the cost is low. The reason for this phenomenon
is that at low production volumes most of the cost of the converter is related to covering the
investments in production machines, tooling, fixtures and test equipment and the cost of
the converter’s components only represent a small fraction of the total cost. However, with
an increase in the production volumes, the investment costs are distributed over a larger
number of units and the cost of an individual converter drops significantly. This drop on
the production cost also increases the cost difference between converters of different power
levels.

A commonly used figure of merit for automotive PECs is their cost per kilowatt. Fig. 3.10b
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Figure 3.11: Cost breakdown of a 100kW 600V automotive traction converter.

presents the cost per kilowatt for the same converters presented in Fig. 3.10a under the
same voltage, power and production volume scenarios. It can be noticed that the cost per
kilowatt drops together with increased rated power of the converter. The main reason for
this behavior is that some of the converter’s costs do not scale significantly with power (i.e
control unit, transceivers, sensors) meaning that they have a greater impact in the total cost
of lower power converters. Therefore, the use of constant figures of cost per kilowatt, as it
is usually done in the literature, may produce to misleading results, hence the use of more
accurate cost models, like the one presented in this work, is encouraged. Alternatively,
if high level of detail in the cost estimation is not required, a linear cost function with
a term that does not depend on the power rating of the converter can provide a better
approximation than figures of cost per kilowatt.

Now that the cost tradeoffs have been described at a macro level, it is worth zooming into
one particular converter to better understand the different elements that constitute the
manufacturing cost and how they relate to production volumes. For this example it is as-
sumed that the same converter design is used at all production volumes, which in reality
is not likely to be the case, since a more cost effective solution may be based on off the
shelf components if production volumes are expected to be low. Figure 3.11a presents a cost
breakdown of a converter with a rated power of 100 kW and a dc-link voltage of 600 V.
The same data is presented in relative values in Fig. 3.11b. It can be noticed that at low
production volumes the costs related to the manufacturing of the housing, assembly and
quality assurance dominate over the cost of the power and signal components. However,
as production volumes increase, the investments in manufacturing equipment can be dis-
tributed among a higher number of converters, thus their relative influence on the overall
cost of a converter is reduced while the impact of the power and signal components sim-
ultaneously increases. This is particularly important since it shows that an analysis based
solely on material cost does not result in accurate estimations, specially at low production
volumes. Therefore, in order to produce fair comparisons it is necessary to account for the
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additional cost incurred during manufacturing.
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Figure 3.12: Influence of the junction temperature on the efficiency map of a PEC.

The developed PEC model is capable of estimating not only the cost but also the perform-
ance of the converters. One of the most common ways of assessing the performance of a
converter is by looking at its efficiency at different operating points. In the particular case
of an automotive traction converter, efficiency maps can be created if the power factor,
phase current and phase voltages of the EM at each torque and speed combination are
known. With this information it is then possible to first size the converter for the most
challenging operating point and then estimate the losses of such a converter in all possible
torque and speed combinations. As it is explained previously in this chapter, the junction
temperature has an impact on the magnitude of the semiconductor losses. Therefore, slight
differences in the efficiency maps are to be expected depending on the current temperature
of the semiconductors.

The impact of the junction temperature in the efficiency map of a converter can be clearly
observed in Fig. 3.12a where efficiency maps for an automotive PEC with a rated power of
100 kW, a dc-link voltage of 600 V and using a switching frequency of 10 kHz throughout
the whole speed range are calculated assuming junction temperatures of 125◦C and 80◦C,
in black and blue lines respectively. Additionally, Fig. 3.12a shows the steady state efficiency
map, which corresponds to the expected efficiency if the operating point is sustained long
enough for the thermal equilibrium to be reached. This last efficiency map is calculated us-
ing the procedure shown in Fig. 3.12b. From Fig. 3.12a it can be observed that, as expected,
higher temperatures lead to slightly lower efficiencies due to the positive temperature coef-
ficients for both the switching losses and resistance of the different semiconductors (refer
to Table 3.1). However, the general shape of the efficiency map is preserved regardless of
the operating temperature (within reasonable limits).

Moreover, in automotive applications it is not uncommon to adjust the switching frequency
depending on the electrical frequency of the EM in order to reduce the switching losses in
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Figure 3.13: PEC efficiency maps using different switching frequencies.

the PEC [78]; although, this has the drawback of increasing the THD of the currents
which translates into an increase in the EM losses, torque ripple, and eventually second
order effects like mechanical stresses due to increased vibration levels and higher noise.
Nonetheless, focusing only on the PEC losses, Fig. 3.13 shows the efficiency maps for the
same PEC previously described if a fixed (Fig. 3.13a) or a continuously varying (Fig. 3.13b)
switching frequency is used. In Fig. 3.13b it is assumed that the switching frequency is
twelve times higher than the electrical frequency of the EM within the range of 2 − 10
kHz. Although from these figures it is possible to observe that a significant improvement
in the PEC efficiency can be achieved by reducing the switching frequency at lower speeds,
it is necessary to look at the impact of this practice in the EM losses, in order to find
a solution that minimizes the overall losses of the system. Additionally, instead of using
a continuously varying switching frequency many applications use a discrete number of
switching frequencies which would generate an efficiency map somewhere in between the
ones presented in Fig. 3.13.

3.2 Electrical machines

The EM converts electrical to mechanical energy and vice versa. In many applications, they
constitute the interface between the PEC and the MT. Therefore, the EM characteristics
and properties have a direct impact on all the components surrounding it. The literature is
abundant with works dealing with the optimization of a given EM designs to fulfill certain
requirements. This work, on the other hand, takes a slightly different approach and aims
to develop models and procedures to optimize larger systems in which the EM is just one
of the components.

In this context, defining before hand the desired attributes of the EM is a challenging task
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Figure 3.14: Electrical machine geometries included in this work. (a) VIPMSM, (b) IPMSM and (c) SPMSM.

as it depends on the specifics of the application and the configuration of the system under
study. For example, some applications might benefit from EMs with large constant power
speed range (CPSR), o high overloading capabilities while other may need higher efficiency
or being easier and cheaper tomanufacture. Therefore, using a single EMdesign to serve as a
“base machine” can lead to biased results even if this initial design is then scaled. Moreover,
most scaling methods ensure that the electromagnetic characteristics of the scaled machine
remain similar to those of the “base machine” but they do not guarantee the same for the
thermal loading. This might cause some scaled machines to require additional cooling or
to not take full advantage of their thermal potential. As cooling and thermal management
of the EMs is a great concern in many applications (e.g. when designing an electric power-
train), in this work a more empirical approach is suggested for the selection and scaling of
the EM.This approach is based on the generation of a database of relevant EM designs and
the use of thermal lumped parameter models to adjust the nominal current loading when
adjusting the number of turns and/or axially scaling the machine. The aforementioned
database includes different EM topologies and a large number of distinct geometries.

Following, the process of characterizing the performance of an EM design, analyzing the
results and storing all relevant information in an structured manner in an EM databased
for its later use is described.

3.2.1 Performance characterization

In this work, three different EM topologies are considered. The first two topologies are in-
terior permanent magnet synchronous machines (IPMSM), one with the magnets placed
in “V” and one with the magnets placed tangentially. The last geometry is a surface moun-
ted permanent magnet synchronous machine (SPMSM) as shown in Fig. 3.14. However,
it should be noted that other EM topologies can be included using the same procedure as
presented in this section.
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Figure 3.15: Parametrization of the different EM topologies.

In order to estimate the thermal and electromagnetic performance of a given EM design,
minimum size 2D FE models (refer to Fig. 3.14 for geometry/CAD models) [79] are used.
Since a large number of EM designs are to be evaluated, the process of generating each
geometry in the finite element software needs to be automated, which implies that the
geometries of the different topologies need to be parametrized. As it could be expected, a
relatively large number of parameters is needed in order to fully define an EM geometry as
it is shown in Fig. 3.15. Note that in the aforementioned figure the parametrization of the
stator geometry is the same for all three topologies. Moreover, on top of the geometrical
parameters presented in Fig. 3.15 the number of poles (Np) and the numbers of slots per
pole and phase (q) can also be varied.

The simulation process initiates with the generation of a specific EM geometry based on a
predefined number of input parameters. First a thermal simulation is performed to identify
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Figure 3.16: Performance evaluation of a given EM geometry.

the nominal current loading of the proposed geometry. Afterwards, a set of magneto-static
simulations are carried out at different current combinations and rotor positions. The set
of current combinations is defined based on the previously calculated nominal current,
with simulations being carried out both below and above this value. Since all the machines
under study are assumed to use distributed windings, the rotor is rotated in small steps over
a span of 60 electrical degrees in order to quantify the variations in flux densities, torque
and flux linkage. This process is summarized in Fig. 3.16. It is worth noticing that all FE
simulations are carried out assuming single turn windings and during the post-processing
this is adjusted to account for the voltage limitation.

The EM simulations carried out for this work take advantage of a software tool that has
been developed in the Division of Industrial Electrical Engineering and Automation (IEA)
at Lund University [80]. This tool serves as an interface between Matlab and FEMM [81]
and allows the EM designer to carry out different analysis on a variety of EM topologies.
In this work, the core of this software is preserved and changes on the geometries and type
of analysis are implemented. Although this is a very convenient tool, the methodology
and approach presented in this work is by no means limited to the used of the aforemen-
tioned software and could be implemented in most finite element packages and numerical
computing environments.

Once the simulations are completed the post-processing of the obtained data begins. With
the voltage limitation, number of turns and control strategy defined beforehand it is pos-
sible to determine the current combination at each operating point. In this work, maximum
torque per ampere (MTPA) is selected as control strategy, thus for each torque and speed
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operating point the optimal current combination is selected according to (3.18).

Minimize : f = |i⃗dq|
s.t : T(id, iq) = Treq

ω = ωreq

|v⃗dq(id, iq, ω)| ≤ vmax
|i⃗dq| ≤ imax

(3.18)

Since the flux densities in the center of the stator teeth and yoke are obtained from the
FE simulations and the properties of the different materials are known, it is possible to
estimate the iron losses using (3.19) and (3.20). In the aforementioned equations khyst, keddy
and kex are constants that can be derived from the material’s datasheet as shown in Fig.
3.17 for laminated steel M250 − 35A, which results in the coefficients presented in Table
3.4. Moreover, as the stator resistance can be estimated from the EM geometry, the copper
losses can be calculated as shown in (3.21). Knowing the mechanical power and the different
losses it is possible to compute the efficiency map of an EM.
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Figure 3.17: Core losses map for M250 − 35A.

Coefficient Value

khyst 0.03336

keddy 4.049× 10−5

kex 3.511× 10−7

Table 3.4: Core Loss coefficients for M250 − 35A

Pfe,tooth = Vtooth
(
khyst f B2t + keddy (f Bt)2 + kex (f Bt)1.5

)
(3.19)

Pfe,yoke = Vyoke

(
khyst f B2y + keddy (f By)2 + kex (f By)1.5

)
(3.20)

Pcu = I2rmsRs (3.21)
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Figure 3.18: Parameters varied to create the EM database.

3.2.2 Database generation

The main objective of generating a database of EMs is to reduce the computational time
during the analysis and optimization of larger systems (e.g. an electric powertrain) by using
pre-computed results instead of performing time consuming simulations inside the optim-
ization loop. With this in mind the EM database has to be comprehensive enough to
capture the most relevant interactions between different design parameters, but sufficiently
small in order for it to be considered a practical tool. In this context, for each EM topology,
some selected geometrical parameters are varied in order to map the performance implic-
ations of such changes [82]. It is the designer’s job to select which geometrical parameters
are to be varied and with which resolution. To do this, previous experience or preliminary
tests can be of help. The parameters varied in this work to generate the EM database are:
the stator outer radius (rso), permanent magnet angle (αpm), ratio between rotor and stator
outer radii (rro/rso), the slot size (kiron), the number of poles and slots (q) and in the case of
the V-shape IPMSM the permanent magnet inner radius (rpm). It is worth mentioning that
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Figure 3.19: Electrical machine database generation.

kiron is a dimensionless parameter that affects the slot size, while keeping the ratio between
the tooth and yoke width constant. All this parameters can be observed in Fig. 3.18. Note
that the geometry of the SPMSM is not shown as the varied parameters are the same as
for the IPMSM. Moreover, Fig. 3.18 also shows the changes in the stator geometry when
varying the slot size from its minimum to its maximum relative value for both one and two
slots per pole and phase. A list of the parameters varied for each EM topology as well as the
explored values is presented in Table 3.5. Only the two combinations of number of poles
that give a pole pitch of about 50mm are studied for each EM outer radius. Taking all these
parameters into consideration, the EM database generated for this work contains 3840 EM
geometries, of which 1920 are V-shape IPMSM, 1280 are IPMSM and the remaining 640
are SMPMSM.

During the process of generating the EM database, each one of the selected geometries
is analyzed in order to determine their thermal and electromagnetic characteristics as ex-
plained in the previous section. The obtained information is then used together with a
pre-defined voltage limitation to calculate the single turn current, fluxes and losses at each
torque / speed combination within the operating range of the machine according to the
selected control strategy (MTPA in this case). The use of a pre-defined voltage limitation
does not impose a constraint in the optimization, as this can be later modified by adjust-
ing the number of turns as explained in section 3.2.4. By doing this, the computational
time required to scale the performance of a given machine can be reduced. This process is
summarized in Fig. 3.19. For each EM design, its geometry and material specifications are
stored in the database, together with all the information summarized in Table 3.6.

From the aforementioned table it is possible to notice that look-up tables for the losses,
power factor, fluxes and currents as a function of the torque and speed vectors are stored.
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Table 3.5: Parameters varied to create the EM database

V-shape IPMSM

Parameter Values Units

rso [85; 100; 120; 145; 170] mm

kiron [0.9; 1; 1.1; 1.2] -
rro/rso [0.6; 0.65] -

q [1; 2] -

Np [6; 8; 10; 12] -

αpm (π/Np)[0.7; 0.78; 0.86; 0.95] rad

rpm (rro − rri)[0.5; 0.6; 0.7] mm

IPMSM

Parameter Values Units

rso [85; 100; 120; 145; 170] mm

kiron [0.9; 1; 1.1; 1.2] -
rro/rso [0.5; 0.55; 0.6; 0.65] -

q [1; 2] -

Np [6; 8; 10; 12] -

αpm (π/Np)[0.7; 0.78; 0.86; 0.95] rad

SPMSM

Parameter Values Units

rso [85; 100; 120; 145; 170] mm

kiron [0.9; 1; 1.1; 1.2] -
rro/rso [0.6; 0.65] -

q [1; 2] -

Np [6; 8; 10; 12] -

αpm (π/Np)[0.7; 0.78; 0.86; 0.95] rad

Moreover, the different components of the losses are stored separately in order to facilitate
the scaling process as they have different dependencies on the axial and number of turns
scaling as it is explained in future sections. Additionally, as the EM model is meant to be
used in conjunction with the PEC model, it is important to store the power factor at all
operating points as it has an effect on the converter losses.

With the information available in the database, it is possible to axially scale and adjust the
number of turns of each EM geometry in order to meet the torque/power requirements of
the application and derive their efficiency and thermal characteristics.
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Table 3.6: EM database parameters

Symbol Meaning

Np Number of poles

T∗
vec Torque vector

ω∗
vec Speed vector

I∗so,dq(w, t) Single turn current

Ψ∗
so,dq(w, t) Single turn linked flux

R∗
so,act Single turn resistance inside the slot

R∗
so,end Single turn resistance in the end windings

pf∗(w, t) Power factor

P∗
cu,act(w, t) Copper losses inside the slots

P∗
cu,end(w, t) Copper losses in the end windings

P∗
hys,yk(w, t) Hysteresis Losses in the stator yoke

P∗
eddy,yk(w, t) Eddy current Losses in the stator yoke

P∗
exc,yk(w, t) Excess Losses in the stator yoke

P∗
hys,th(w, t) Hysteresis Losses in the stator tooth

P∗
eddy,th(w, t) Eddy current Losses in the stator tooth

P∗
exc,th(w, t) Excess Losses in the stator tooth

3.2.3 Thermal modeling

Thermal management of EM is a great concern, specially in traction applications. For this
reason, a dynamic lumped parameter thermal model is used in this work to ensure that
the thermal constraints are always satisfied both during the scaling process (to define nom-
inal current loadings) and throughout the different drive cycle simulations. Moreover, the
aforementioned thermal model is used in the drive cycle simulation to monitor the temper-
ature evolution of the different sections of the EM, and to limit the overloading potential
depending on the current hot spot temperature. The thermal model used in this work is an
adaptation of the one presented in [83]. However, since the intention is to analyze differ-
ent EM geometries, the thermal model is adapted to receive varying geometrical parameters
and to adjust the different thermal resistances and capacitances accordingly.

The thermal model consists of 8 nodes which correspond to the temperatures in the outer
case, stator yoke and teeth, winding inside the slot and in the end turns, magnets, rotor
shaft and bearings as shown in Fig. 3.20. The different loss maps included in the database
(refer to section 3.2.2) are used to provide the different nodes with the respective losses
depending on the current operating point.

In this work, it is assumed that all EM designs use the same form of cooling: in particular,
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forced convection through the outer case (with a heat transfer coefficient of 600W/(m2K))
towards an 80◦C coolant fluid. On the other hand, the thermal constraints are defined
depending on the selected materials, in this case the maximum allowable temperature for
the windings is set to 150◦C (assuming insulation class F) and 120◦C for the permanent
magnets (assuming H rated). These values can be varied in order to study the impact
of alternative cooling solutions or materials. However this would introduced additional
degrees of freedom which, specially when optimizing larger systems (as it is presented in
Chapter 4), can yield to a significant increase in the size of the optimization problem.
Therefore, this values are kept constant throughout this work.
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Figure 3.20: Thermal lumped parameter model for EM.

3.2.4 Scaling

The electrical machine performance and characteristics are scaled based on three factors: the
change in the EM length (kA); the desired number of turns (Nt) and the ratio between peak
and nominal current (kov). Additionally, thermal and mechanical constraints are observed
throughout the scaling process.

When performing axial scaling of an EM thermal aspects need to be considered. In gen-
eral, when the EM is being cooled by conventional methods, a significant portion of the
heat generated in the end-windings travels first into the slots and then to the stator core,
from which it is dissipated by convection (natural and/or forced) in the housing or water
jacket. If the cooling conditions are kept constant, when the active length of the machine
is reduced its nominal current density (and therefore its performance) needs to be reduced
accordingly, since the heat from the end windings represents a higher fraction of the total
heat transferring from the slot to the core. On the other hand, when the machine length
is increased the nominal current density can be potentially increased.

Moreover, axial scaling has other implications in the performance of the EM besides that
of affecting the nominal current density. The following explanation is given assuming a
single turn winding in order to focus only on the effects of axial scaling. The combined

53



effect of the different scaling parameters are presented at the end of this section. To begin
with, a change in the axial length of the EM has a linear effect on the output torque at a
given current vector. At the same time, when varying the axial length of the machine, the
volume of the different core sections increases proportionally but the flux densities remain
unchanged (for the same current combination), which leads to a linear increase in the core
losses. Additionally, the length of the end-windings is not altered by changes in the active
length of the EM, thus their associated losses remain the same while the copper losses due
to the fraction of the windings inside the slots scale together with the EM length.

Scaling the number of turns (Nt) is essential to adjust the EM voltage to the desired dc-link
voltage and to change the base speed value. The main premise of the Nt scaling is that the
current density inside the slot is kept constant, thus for a given dc-link voltage increasing
Nt decreases the base speed and vice-versa. Additionally, since the current density is kept
constant the EM torque does not change when the number of turns is adjusted, however,
the phase currents and therefore the PEC rating and cost increase as Nt is reduced.

With current, flux and torquemaps as well as the stator resistance being adjusted by the new
length (kA) and change in the number of turns (knt) of the EM, it is possible to recompute
the control strategy in order to determine the optimal current combination at each torque
and speed operating point. However, as previously mentioned, in this work a different
approach is suggested: the precomputed look-up tables stored in the database can be used
to estimate the performance at any operating point (wn, tn) if the speed is adjusted by the
change in number of turns and the torque by the change in the active length (wn/knt, tn/kL).
This implies that the presented scaling procedure is based on linear combinations and thus
extremely fast to execute.

However, for Nt different than Nt,ideal this procedure is not an exact solution to the MTPA
for the scaled EM. This is due to the fact that when selecting a current vector (Idq) for a
given operating point (wn, tn), the change in the winding resistance (Rs) is being neglected.
Nonetheless, the difference between the complete re-calculation of the MTPA and the res-
ults obtained by the proposed set of equations is rather small within the voltage/power
levels studied in this work. This is demonstrated in Fig. 3.21 where the same EM design is
scaled at different lengths and number of turns. In this figure it can be observed that the
error introduced in the efficiency maps during the scaling process is very small, specially if
the number of turns is not extreme, and therefore it is not expected to affect the outcome
of the optimizations.
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Figure 3.21: Comparison between efficiency maps obtained from recalculation of MTPA and the proposed scaling
methodology.
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The final scaling factor introduced in this work is the overloading factor (kov) which defines
which operating points (wn, tn) are attainable above the nominal current loading. Its main
influence is on the current rating of the PEC and therefore its cost. However, the over-
loading factor also limits the amount of time that a given EM can sustain peak torque. For
example, given a peak torque requirement, a small machine with a high kov probably is able
to sustain the overloading condition for a very short period of time and might operate at
higher saturation levels (thus requiring a higher current rating from the PEC) than a larger
machine with a lower kov.

Rs = (kA R∗so,act + R∗so,end) N
2
t (3.22)

Is,dq(wn, tn) = I∗so,dq(wn/knt, tn/kA)/Nt (3.23)

Ψs,dq(wn, tn) = Ψ∗
so,dq(wn/knt, tn/kA) kA Nt (3.24)

Vd(wn, tn) = Rs Id(wn/knt, tn/kA)

− wn Ψq(wn/knt, tn/kA)
(3.25)

Vq(wn, tn) = Rs Iq(wn/knt, tn/kA)

+ wn Ψd(wn/knt, tn/kA)
(3.26)

Vs,max = max
(√

V2
d(wn, tn) + V2

q(wn, tn)
)

(3.27)

pf(wn, tn) = pf∗(wn/knt, tn/kA) (3.28)

Nt,ideal = mmax Vdc / (
√
2 Vdq,max) (3.29)

Pcu,act(wn, tn) = kA P∗cu,act(wn/knt, tn/kA) (3.30)

Pcu,end(wn, tn) = P∗cu,end(wn/knt, tn/kA) (3.31)

Pfe,eddy(wn, tn) = kA k2nt P
∗
fe,eddy(wn/knt, tn/kA) (3.32)

Pfe,hys(wn, tn) = kA knt P∗fe,hys(wn/knt, tn/kA) (3.33)

Pfe,exc(wn, tn) = kA k1.5nt P∗fe,exc(wn/knt, tn/kA) (3.34)

Considering all the previous points, the different values for the new scaled machine for a
given speed/torque operation point (wn, tn) can be calculated using (3.22)-(3.34).

Where kA is the ratio between desired EM length and the one used in the FE simulations (1
m). knt represents the ratio between the scaled EM’s base speed and the one obtained when
calculating the MTPA with the pre-defined voltage limitation. This approximates to the
ratio between the ideal number of turns and the selected one (Nt,ideal/Nt), and can be found
with a simple line search around this point. mmax is the maximum desirable modulation
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index (0.9 in this case).

Once all these quantities are scaled, the lumped parameter thermal model described in
section 3.2.3 is used to determine the new nominal current density, and both the nominal
and peak torque vs speed envelopes are adjusted accordingly. After that, new efficiency and
loss maps are generated to be used in powertrain simulations.

3.2.5 Manufacturing and cost estimation

As previously mentioned for the PEC, the cost effectiveness of an EM design cannot be
looked upon in isolation from the system where it operates. Therefore, models able to es-
timate the cost of the different components under similar assumptions are needed. In this
context, this work has contributed to the development of a comprehensive cost model for
EMs that can be used in early stages of the design process, when a final design of the EM,
its housing and cooling system is not available; however, sufficient data regarding the EM
geometry, materials, expected cooling and housing type is accessible and can be used to
produce accurate estimations of the EM cost to be used in comparisons, optimizations and
analysis of larger systems. The main objective of this model is to help designers understand
themanufacturing implications of their decisions and vice versa, helpmanufacturing engin-
eers to understand the performance implications that different manufacturing techniques
have on the EM, as it is shown later in this section.

In a similar approach as the one taken for the development of the cost model for PECs,
two separated and yet tightly related sections can be identified in the presented cost model
for EM. The first section consists of the definition of all materials and major geometrical
characteristics of the EM while the second part deals with identifying the optimal set of
manufacturing processes required to produce the predefined EM design. Although the
process might look sequential, in the sense that the first part of the model produces an EM
design and the second part analyzes the required manufacturing process in order to produce
it, depending of the type of study that is being undertaken this might not be the case, since
the use of some manufacturing processes imposes constraints on the EM geometry and
material selection. For example, some winding techniques may result in higher or lower
fill factors which in turn changes the nominal current loading of the EM. In this work,
the first section of the model (geometry and materials) is developed while the second one
(manufacturing) is presented in [76].

Since the developed model is intended to be used in the optimization and analysis of lar-
ger systems, it is important that it provides a fast execution and an automated transfer
of information between the design and manufacturing parts of the model. Therefore, all
geometrical parameters of the EM design that are relevant for either the selection of man-
ufacturing processes or the definition of cycle times and required investments in tools and
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Figure 3.22: Slot filling for the four winding layouts, distributed, hairpin, concentrated needle and concentrated segmented
winding.

fixtures need to be easily transferred between the two parts of the model. Moreover, in-
formation coming from the sizing models of other components can provide valuable inputs
for the EM cost model. For example, in a system where the EM operates in conjunction
with a MT, the gear ratio of the first mesh and the selected helix angle are important to
determine the correct sizing of the bearings in the EM. Additionally, the desired produc-
tion volumes have a significant impact on the selection of manufacturing processes and the
amortization of the different investments; affecting in this way the overall cost of the EM.

3.2.6 Study on performance and manufacturability tradeoffs of different EM
designs

Throughout the literature a variety of novel EM designs, cooling concepts, materials and
alternative manufacturing techniques can be identified. However, objective comparisons
that quantify the performance and cost implications of such designs are scarce. In this
context, this section presents a short investigation on how different winding technologies
affect both the performance and cost of an EM. The complete study can be found in [84].
Thewinding configurations under consideration are: (a) pulled winding usingmagnet wire,
(b) hairpin winding, (c) needle-wound fractional slot concentrated winding (FSCW) and
(d) FSCW with a fully segmented stator (refer to Fig. 3.22). Moreover, for both pulled and
hairpin windings the impact of segmentation of the stator core is also analyzed. As the scope
of this study is limited to compare the tradeoffs between different winding technologies, all
EMs are assumed to have the same rotor geometry. Moreover, the stator geometry of the
different EMs is only slightly modified in order to better suit the specific winding and to
preserve the achievable copper area inside the slots.

The performance of each one of the six EM designs is characterized using the procedure
presented in section 3.2.1. The nominal current density is estimated by means of 2D FE
heat transfer simulations and it is assumed that all machines have the same forced cooling
conditions (heat transfer coefficient = 600W/(m²K) and To = 80◦C). Magnetostatic 2D FE
simulations are performed at different rotor positions and current combinations to estimate
the torque, fluxes and losses. This data is post-processed in order to extract the torque vs
speed characteristics of the machine, its efficiency maps and other relevant performance
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metrics.

Similarly, the manufacturing cost of the different designs is estimated following the pro-
cedure presented in section 3.2.5 and fully explained in [76]. By the combination of per-
formance and production models, it is possible to develop a better understanding on the
implications of different designs and manufacturing techniques.

Production volumes [units/year]
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Segmented Hairpin 0.5
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Figure 3.23: Electrical machine cost at different production volumes.

For example, Fig. 3.23 shows the estimatedmanufacturing cost for the different EMdesigns.
In this figure it is possible to observe that stator segmentation yields a significant cost reduc-
tion in all cases, especially for the single tooth stator with concentrated windings. However,
the lower cost of the segmented designs comes at the expense of a drop in performance. Fig-
ure 3.24 presents the estimated efficiency maps for the different EMs under consideration,
accounting only for iron and copper losses (ac effects in the windings, windage, friction
and magnet losses are neglected in this figure). It can be seen that for non-segmented
stators, replacing the traditional pulled windings for hairpins significantly increases the fill
factor, which in consequence increases the maximum produced torque and power (first and
second column in Fig. 3.24) at the expense of a more complex and costly manufacturing
(as illustrated in Fig. 3.23). On the other hand, a six pole machine is not the best selection
for a performance comparison between distributed and concentrated windings as the com-
bination of slot/poles for the concentrated winding version is limited to one (0.5 slots per
pole and phase) yielding a low winding factor [85] and extremely large slots. This further
reduces the allowable electric loading as the thermal resistance between the hotspot and the
cooling medium increases with the slot size. The combination of these two effects causes
a significant drop in torque and power for this machine type when compared to the other
two.

Moreover, segmenting the stator introduces physical airgaps in between the different seg-

59



C
o

m
p

le
te

 S
ta

to
r

T
or

qu
e 

[N
m

]

0

100

200

300

Pulled winding Hairpin winding Concentrated winding

80

85

90

95

Mechanical speed [krpm]
0 5 10 15

S
eg

m
en

te
d

 S
ta

to
r

T
or

qu
e 

[N
m

]

0

100

200

300

Mechanical speed [krpm]
0 5 10 15

Mechanical speed [krpm]
0 5 10 15

Efficiency
T

nom

T
peak

80

85

90

95

Figure 3.24: Efficiency maps for the six machine designs, including nominal and overloading torque curves.

ments (assumed in this study to be 0.1 mm in accordance with standard manufacturing
tolerances [86]) that increase the reluctance of the magnetic path, reducing the flux linkage
and therefore the torque/power for the same rotor and stator geometry. This can clearly be
seen when comparing the first and second row of Fig. 3.24.

Another interesting aspect is the effect of the selected winding type on the frequency de-
pendent copper losses of the machine. Figure 3.25 shows how the ac resistance increases
with frequency for the four different winding types considered in this study assuming no
axial transposition of the strands. It can be observed, that hairpin windings are subject to a
more significant increase in the ac resistance, mainly due to the fact that they are made of
a single thicker copper conductor per turn. The pulled windings and concentrated wind-
ings without segmentation have a lower increase in the ac-resistance compared to the values
presented in Fig. 3.25 as random or intentional transposition of the strands is likely to occur
and feasible to implement.

Several lessons can be learned from this short study. The first one, and arguably the most
important one, is the need to connect traditional EM design with a detailed analysis of
production systems. In order to assess the cost effectiveness of a given EM design it is
necessary to understand how that EM could be produced at relevant volumes. Different
manufacturing processes impose constraints in the design of the EM that could have a large
impact in both its performance and cost. Moreover, although all the EMs in this study have
a very similar material cost, their production cost varies significantly. This point out the
importance of considering the cost incurred during manufacturing when assessing the cost
effectiveness of a design.

The second lesson that can be extracted from this study is that stator segmentation is an
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Figure 3.25: Relative AC/DC losses for the four winding types (top) and power losses at 140 Apeak (bottom) over frequency.

interesting alternative to reduce the material waste during production, simplify the winding
process and reduce the overall cost of the machine. However, it is necessary to mitigate the
loss of performance due to segmentation. In this context, several strategies can be explored,
for example, the EM should be designed and optimized considering segmentation from
the beginning, unlike this work where an existing design is adapted. Another strategy is to
improve the manufacturing techniques in order to reduce the airgaps introduced between
stator segments (smaller airgaps than the ones used in this work have been reported in the
literature [87]). Additionally, it is worth studying the impact that different segmentation
arrangements have in the performance of the EMs, as preliminary studies report promising
results [76].

Finally, the EM design selected as base for this study is not well suited for concentrated
windings, as it has a low number of poles which leads to a low winding factor. However,
an independently optimized machine using concentrated windings can offer a comparable
(and some times even superior) performance to that of an optimized design with distrib-
uted windings as shown in the literature. In this context, the results from this work point
out that if a similar performance can be achieved with similar volume and material cost,
the manufacturing cost of the concentrated winding machine can be expected to be signi-
ficantly lower than its distributed winding counterpart.
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3.3 Transmission

In many applications EMs benefit from operating at higher speeds and lower torques, since
this allows to reduce their size and cost. In order to adjust the torque/speed of the EM to
the required values, different types of MT can be used. These additional components incur
their own weight and cost to the system, and it has to be considered together with that of
the EM and PEC (if applicable) in order to find an optimal system solution. Therefore,
data on the transmission size, weight and cost is necessary in order to determine the optimal
system configuration that fulfills all the performance requirements and packing constraints
of the application.

As it is the case with EMs and PECs, commercial off the shelf components only comprise a
small section of the total possible transmission solutions. If these are the only components
taken into consideration there is a chance that the selected solution can greatly differ from
the theoretical optimum. Additionally, any conclusions regarding the tradeoffs between the
transmission components and the rest of the system in terms of cost and packing would be,
in the best case, incomplete.

For these reasons, a method to estimate the size and cost of different transmissions layouts
based on a reduced number of performance characteristics could improve significantly the
outcome of a system optimization (e.g. of an electric powertrain). Such method should
required a short execution time and disregard combinations that do not comply with the
packing/weight constraints. In this way, interesting configurations that are worth studying
further can be identified.

This section presents a methodology to quickly estimate the size, weight and cost of several
transmission types, especially those that could be used in a hybrid or full electric power-
train. The first step of this methodology is to perform a rough sizing of all the gears in
the transmission following the standards from the American Gear Manufacturing Associ-
ation (AGMA) in order to ensure that the actual bending and contact stresses are below
the allowable levels of the materials. The next stage is to estimate the dimensions of shafts,
bearings and shifting mechanisms and finally the cost is calculated based on data collected
from manufacturers.

3.3.1 Stress analysis on a gear

The main challenge when designing gears is to select the right dimensions and materials
in order for the gear to carry the required load, under the conditions dictated by the ap-
plication and during the expected life. If a gear is undersized, the risk of failure increases.
Depending on the degree on which the gear is being undersized different types of failures
can occur, for extremes cases when the size of the gear is significantly smaller than the re-
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quired one, the gear can suddenly break under the applied load. This is likely to happen
during early stages of the gear’s life. In other cases, when the gear is not so severely un-
dersized, fatigue failures tend to occur earlier than its expected end of life, meaning that
the gear would have a shorter life than the application requires. On the other hand, if the
gear is oversized, the main drawbacks are presented in the form of higher cost, weight and
required space.

In consequence, the design of a gear mesh consists in finding the right balance between size
(volume/cost), load carrying capabilities and expected life. In order to achieve such bal-
ance, a thorough analysis of the stresses that the gear is subject to needs to be carried out,
and compensation factors need to be added in order to account for operating conditions,
reliability, manufacturing and mounting defects and expected life. Two major sources of
fatigue related failures are the bending and contact stresses [88]. In this section, the de-
rivation of the formulas used to calculate those stresses is presented and the application
dependent factors are introduced following the standards developed by AGMA.

The analysis of the stresses in gears is outside the core expertise of the division of Industrial
Electrical Engineering and Automation institution, where this work has been carried out.
For this reason, the equations used to estimate the most relevant stresses that gears are
subject to are derived and explained with a higher level of detail than used in previous
sections, when dealing with electrical machines and power converters.

Bending Stress:

One of the most common causes of failure on the root of the gear’s tooth is the fatigue
produced by bending stresses that are higher than the endurance limit of the material. This
failure mode is characterized by the progressive forming and propagation of cracks in the
base of the tooth and can end up with the tooth completely breaking away from the gear.

Figure 3.26: Iso-stress parabola inside the gear profile. Figure inspired in [89].

The gear’s tooth can be assumed to behave like a cantilever beam, with the loaded side
being subject to tensile stress and the opposite side to compressive stress. Equation (3.35)
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describes the stress of a cantilever beam when a force W is applied on a beam of length
l, width F and thickness t. However, in order to approximate the analysis of the bending
stress in a gear’s tooth to that of a cantilever beam, a parabola of uniform strength is placed
inside the tooth as shown in Fig. 3.26 [90]. This parabola, is tangent to the tooth profile
on the root fillet, which makes the stress of the parabola and tooth equal in this point.

st =
6Wl
Ft2

(3.35)

If the parameters of (3.35) are modified in order to use it to analyze the stresses in the gear’s
root, l is now the distance between root of the tooth and the point where the load line
intersects the center of the tooth, F is the face width of the gear and t is the thickness of
the tooth. However, it is convenient to rewrite this formula in terms of quantities that are
commonly used such as the tooth form factor and module. For this reason, the distance
x is introduced in Fig. 3.27 and using similar triangles it can be written as a function of
known quantities as x = t2/4l [90].

Figure 3.27: Determination of the form dependent parameter x. Figure inspired in [89].

Equation (3.36) shows the result of introducing the length x into (3.35). At this point, it
is clear that x is only determined by the shape of the tooth and therefore, it allows the
introduction of a dimensionless variable called the Lewis’ form factor [89] as Y = 2x/3m
where m is the module of the tooth. This leads to the Lewis formula presented in (3.37).

st =
Wt

F(2x/3)
(3.36)

st =
Wt

FmY
(3.37)
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The formula presented in (3.37) estimates the stress under specific conditions and might
results in an over estimation of the gear loading capabilities. For example: the force is
expected to act on the tip of the cantilever parabola which is not necessarily the worst load
condition for those cases when several teeth are sharing the load at a given point. The
stress is assumed to be evenly distributed in every point of the cross section of the iso-stress
parabola, especially at the root of the tooth, neglecting in this way the stress concentration
on the root fillet. The load is presumed to be constant and temporal overloading of the
gear is not being accounted for. The effect of the temperature on the mechanical properties
of the gear’s material is not taken into consideration either and manufacturing defects are
being neglected among other issues. For the exposed reasons, AGMA introduces a series
of scaling factors [91,92]. The recommended formula to estimate the bending stress acting
on a gear, is defined according to AGMA in (3.38), and guidance on the selection of the
aforementioned scaling factors can be found in [91, 93].

st =
Wt

FmYj
KoKvKsKmKb (3.38)

Where Wt is the tangential force, F and m are the face width and module of the gear, Yj
is the geometry factor for bending strength (which differs from the Lewis’ form factor)
and Ko, Kv, Ks, Km and Kb are the overloading, dynamic, size, load distribution and rim
thickness factors respectively. Once the corrected bending stress on the gear is estimated, it
is necessary to ensure that it is below the maximum allowable limit. To do so, the Eq (3.39)
needs to be satisfied.

st ≤
Sat
Sf

Yn
KtKr

(3.39)

Where Sf is the safety factor, the stress cycle factor is denoted by Yn, Kt represents the
temperature factor and Kr the reliability factor.

Contact Stress:

The compressive fatigue in the face of the gear can cause the formation of small holes or
craters on the surface of the tooth (this phenomenon is called pitting). This fatigue is the
result of the accumulation of compressive stresses due to the normal loads applied to the
surface of the tooth (usually from the contact with another gear’s tooth) [92]. Depending
on the size of the holes that are formed, the gear can present micro or macro pitting, the
last one being the most destructive.
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A common starting point to analyze the stress on the surface of a gear tooth are Hertz’s
equations [89]. Following Hertz’s work, the width of the contact band between two cyl-
inders with parallel axes that are forced against each other as shown in Fig. 3.28 can be
described by (3.40).

Figure 3.28: Determination of the width of the contact band when two cylinders are pressed together. Figure inspired in [89].

B =

√
16W(K1 + K2)R1R2

L(R1 + R2)
(3.40)

The constants K1 and K2 present in (3.40) depend on the Poisson’s ratios (v) and modulus
of elasticity (E) of the materials and are defined according to (3.41).

K1 =
1− v21
πE1

(3.41)

Once the width of the contact band is known, the contact stress can be calculated as shown
in (3.42).

sc =
4W
πLB

(3.42)

When two teeth are in contact, a similar deformation is produced on their faces and Hertz
formula can be used to estimate the width of the contact band. Figure 3.29 shows how the
teeth can be approximated to two cylinders in contact.

Substituting (3.42) in (3.40) and replacing the force W for Wt/cosϕ, the stress on the face
of the gear can be estimated as presented in (3.43). It should be noted that in contrast with
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Figure 3.29: Deformation on the gear’s tooth.

the bending stress the contact stress in proportional to the root square of the tangent force.

sc =

√
0.7

(1/E1 + 1/E2)sinϕcosϕ

√
Wt

Fd
mg + 1
mg

(3.43)

In order to simplify the previous expression, the following variables are introduced:

Cp =

√
1

π2(K1 + K2)
(3.44)

I =
cosϕsinϕ

2
mg

mg + 1
Fmin
F

(3.45)

Note that Cp is a constant that depends on the gears’ materials, while I depends on the
geometry of the teeth. Combining (3.44) and (3.45) in (3.43) a simplified equation can be
written as shown in (3.46).

sc = Cp

√
Wt

Fd
1
I

(3.46)

In a similar way as the effective load to calculate the bending stress is obtained after applying
several application dependent correction factors to the actual load, some scaling factors are
included in (3.46) to account for the real conditions under which the gear is expected to
operate. This results in the AGMA equation for contact stress presented in (3.47) [91].

sc = Cp

√
Wt

Fd
KoKvKsKmCf

I
(3.47)
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After calculating the corrected contact stress on the surface of the gear, it is necessary to
ensure that it is below the maximum allowable limit. To do so, the inequality presented in
(3.48) has to be fulfilled.

sc ≤ sac
ZnCh

ShKtKr
(3.48)

However, numerous industries prefer to rate the gears according the contact load factor K,
which is introduced in (3.49) [94].

K =
Wt

Fd
mg + 1
mg

=
2T
Fd2

mg + 1
mg

(3.49)

In a similar fashion that it is possible to establish a maximum allowable contact stress, it is
possible to define a maximum allowable contact load factor as shown in (3.50). This factor
is widely used to quickly estimate the required dimensions of the gears for a given load.

Kac =
I

KoKvKsKmCf

(
Sac
Cp

ZnCh

ShKtKr

)2

(3.50)

3.3.2 Gear mesh sizing

In this section, the methodology used to determine the required dimensions of a gear, based
on the loads it is expected to withstand, is described. This sizing methodology is used to
determine the dimensions of all the gears in the transmission once some input parameters
have been defined.

Using the equations presented in previous sections to calculate the contact and bending
stress of the gears, it is possible to estimate the minimum gear size needed in order to fulfill
the requirements of the application. First the nominal loading condition and the gear’s
material are defined, the next step consists in determining the required volume of each gear
in order to withstand the contact stress. Next, the face width and diameter of the gears
are extracted from the volume factor using a predefined aspect ratio for the pinion gear
(mfd). The following step is to calculate the number of teeth for the pinion gear that results
in a gear ratio closest to the required one and that has a sufficiently high safety factor for
bending stress. The achieved gear ratio is computed based on the number of teeth in both
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gears. Finally the specifications for each gear are output together with the estimated safety
factors. This procedure is depicted in Fig. 3.30 and every step is explained in detail in the
following subsections.

Input data:
Gear ratio 
Input torque
Material specifications
Gear type
AGMA factors
Helix and preassure angles
Pinion aspect ratio 

Estimate Kac
Gears

dimensions

Calculate St and Sc
for several
(zp,|mg.zp|)  

Stand Sc 
< material 
 limit?

Check St and
Sc

No

Gear mesh
dimensions
and geometry 

Yes

Kac = Kac ± ΔKac 

Select (zg,zp) 

Figure 3.30: Gear mesh design procedure.

Volume Factor

Using the maximum allowable contact load factor it is possible to estimate the volume
factor of the gear (Fd2). If Eq (3.49) is rewritten and K is replaced by Kac, the volume factor
can be obtained as shown in (3.51).

Fd2p =
2T
Kac

mg + 1
mg

(3.51)

From (3.51) it is possible to conclude that the volume factor of the gear is proportional to
the transmitted torque and inversely proportional to the maximum allowable contact load
factor, meaning that gears made of a harder material or with a shorter expected life are
lighter even if they are rated for the same load. Note also that the sub index p is added to
the diameter in the previous equation since it refers to the pinion gear. Considering that the
ratio between the pinion and mating gear diameter is given by the gear ratio (dg = mgdp),
it is possible to calculate also the volume of the factor for the gear as shown in (3.52).

Fd2g = Fd2pm
2
g =

2T
Kac

(mg + 1)(mg) (3.52)

Now for the simplest gear arrangement possible (a pinion and a mating gear), the total
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volume factor is presented in (3.53).

ΣFd2 = Fd2p + Fd2g = (m2
g + 1)Fd2p =

2T
Kac

(m2
g + mg + 1+ 1/mg) (3.53)

If the gears are assumed to be full discs, their total volume can be calculated as shown in
(3.54). As it is presented in upcoming sections the volume factor is used to estimate the
preliminary dimensions of the different gears. Additionally, in more complex transmission
layouts, the volume factor is also used to optimize the selection of the ratios in the different
meshes.

V = Vp + Vg =
π
4
ΣFd2 (3.54)

Dimensions

From the volume factor, the specific face width and diameter of each gear can be obtained
if the aspect ratio of the pinion (mfd) is preselected. Alternatively, if packing constraints are
put in place, the aspect ratio of the pinion gear can be optimized as discussed in following
sections.

dp = 3
√
Fd2p

1
mfd

= 3

√
2T
K

mg + 1
mg

1
mfd

F = mfddp

(3.55)

The aspect ratio can be varied within certain limits in order to fulfill packing constraints.
According to the literature, in conventional automotive transmissions the aspect ratio is in
the interval between 0.3 and 0.8, and the typical value for the first gear is around 0.65. As
a starting point, the aspect ratio for the pinion gear can be selected as shown in (3.56) [92].

mfd =
F
dp

=
mg

mg + 1
(3.56)

Number of teeth

As it is explained in the previous section, the bending stress sets the condition to select the
appropriate number of teeth. the larger the number of teeth, the lower the module and,
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therefore, the higher the bending stress in the root of the tooth. However, depending on
the selected pressure and helix angles, there is a minimum recommended number of teeth,
so that interference or undercut are not produced [89]. Furthermore, there are practical
benefits of having a large number of teeth such as smoother operation of the gear mesh.
The relationship between the number of teeth and the bending stress is presented in (3.38)
and (3.39), which can be rewritten as:

Sat ≥
Wt

b
Sf
m
KoKsKvKmKbKrKt

YjYn
=

Wt

b
zpSf
dp

KoKsKvKmKbKrKt

YjYn
(3.57)

With this equations it is possible to find all the viable number of teeth that fulfill the
interference and bending stress conditions. If it is not possible to find a number of teeth
that fulfills both the bending stress and interference conditions, the dimensions are adjusted
and the process is repeated as shown in Fig. 3.30.

Achieved gear ratio

With the set of possible number of teeth in the pinion, it is possible to calculate the required
number of teeth in the mating gear. This number has to be rounded to the closest integer,
which causes a small discrepancy between the achieved gear ratio and the intended one. The
combination of zp and zg that provides the lowest error between the achieved and expected
gear ratio is selected.

3.3.3 Transmission sizing

There are limitless combinations of transmission layouts that could, for a given application,
fulfil all the requirements. Each layout brings along advantages and drawbacks that can
make it better or worse suited when compared with the other candidates. For this reason,
several relevant types of transmissions are included in the present sizing and cost model.
In this work the transmission layouts are divided in two major groups, the first group is
composed by those transmissions that, regardless of the number of gear stages and gear
meshes, have a constant gear ratio between the input and output shaft. The second group
contains transmissions where the gear ratio could be varied among a discrete number of
alternatives. This classification together with the specific layouts included in this work can
be observed in Fig. 3.31.

This section describes the modifications on the volume factor used to determine the optimal
split between meshes for each transmission layout. Once the ratio of each mesh is known,
an initial estimation of the aspect ratio of the pinion gear is made. If packing constraints
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are in place, this estimation is optimized in order to fulfill those constraints. On the other
hand, in the absence of packing constraints a fixed value that can be either predefined or
selected according to recommended values in the literature [92] is used. For a given aspect
ratio, the design of each gear mesh, including the definition of dimensions and number of
teeth is done as explained in section 3.3.2. With the gears dimensions defined, it is possible
then to estimate a rough size of the housing as the minimum envelope needed to enclose
all gears. Additionally, the shaft and bearing can also be roughly designed/selected based
on the gear dimensions and loads. The overall procedure for sizing a MT is shown in Fig.
3.32.

Figure 3.31: PLACE HOLDER Transmission layouts included in the present work: (a) offset gear (b) double stage offset gear (c)
planetary gear (d) double stage planetary gear (e) two speed transmission (f) two speed transmission without

output reduction gear.

Single stage offset gears

This is the simplest transmission layout, it is composed of a pinion and a mating gear. It
serves as the base for many other layouts. The equation for the volume factor is shown in
the previous section (3.53). This configuration is recommended for gear ratios below 6 : 1,
for higher ratios the use of a second stage can be beneficial [92].

Double stage offset gears

It consists of two sets of gear meshes and it allows to achieve higher gear ratios than a single
stage configuration at the expense of a lower efficiency, additional bearings and shafts. The
same total gear ratio could be achieved with countless combinations on the specific gear
ratio of each stage. However, it results advantageous to minimize the total weight or volume
of the gear set. If the material and manufacturing quality are assumed to be the same for all
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the gears, the optimal gear ratio of each mesh can be found by minimizing (3.58), wheremg
is the total gear ratio of the transmission and mg1 is the gear ratio of the first stage. Once
the optimal gear ratio for each stage is known the gears are sized using the same procedure
as for a single stage offset gear.

Note that the first term in the objective function of (3.58) is the same as (3.53) while the
second one is multiplied by the gear ratio of the first mesh (mg1) due to the higher nominal
torque in the second mesh with respect to the first one and mg is replaced by mg/mg1 which
is the actual ratio of the second stage.

Minimize : f = (m2
g1 + 1)(1+ 1/mg1) + mg1((mg/mg1)

2 + 1)(1+ 1/(mg/mg1))

s.t : mg1 > 1
mg > 1
mg/mg1 > 1

(3.58)

After this procedure is carried out, the result is compared with a single stage offset gear for
the same reduction, and the lightest of both is selected.

Input data:
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Input torque
Material specifications
Transmission type
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Packing constraints 

Optimize number of
meshes and ratios

Estimate
aspect ratio
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Cost
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transmission
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Figure 3.32: Transmission design Procedure.

Single stage planetary gears

Planetary gears are widely used due to their ability to carry high loads in a very compact
space and the possibility of having input and output shaft concentrically.

An expression for the volume factor of a planetary gear arrangement can be written in a
similar way as it is done for other gear arrangements as the sum of all the volume factors
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of the gears. Based on the maximum allowable contact load factor, the volume factor of
the sun gear is presented in (3.59). Note that the total torque is divided by the constant b
that denotes the number of planets, since it is assumed that the load is evenly distributed
among all the contact points. This is one of the reasons why the planetary gear arrangements
present such a high load carrying capabilities. In this expression mps is the ratio between
the sun and the planet diameter, not the total gear ratio of the transmission. However, they
are related according to mg = 2(mps + 1).

Fd2s =
2T
Kacb

mps + 1
mps

(3.59)

The next step is to calculate the volume factor for the planets and ring gear, which are given
by (3.60) and (3.61) respectively. In the last equation an experience-based factor of 0.4 is
used in order to account for the fact that the ring gear is not a solid disc [94]. Once all the
volume factors are known, it is possible to determine the specific dimension of each gear
using the same sizing methodology previously presented.

bFd2p = bFd2s m
2
ps =

2T
Kac

(mps + 1)(mps) (3.60)

Fd2r = Fd2s
dr
ds

2
(0.4) = Fd2s (2mps + 1)(0.4) =

2T
Kacb

mps + 1
mps

(2mps + 1)(0.4) (3.61)

ΣFd2 =
2T
Kac

(
1
b
+

1
bmps

+ mps + m2
ps + 0.4

(mg − 1)2

bmos
+ 0.4

(mg − 1)2

b

)
(3.62)

Finally the dimensions and weight of the carrier are estimated once the number of planets,
diameters and face width of all the gears are known. Additionally, a constraint on the viable
number of teeth for the sun is implemented in order to ensure a symmetric placement of
the planet gears.

Double stage planetary gears

If several planetary gears are meant to be used in series, the gear ratio of each of them
needs to be selected so the overall volume factor is minimized for a given gear ratio. The
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minimization problem for a double stage planetary gear is shown in (3.63). Once the gear
ratio of each stage is selected, the process continues by sizing them independently.

Minimize : f = ΣFd21(b1,mg1) + mg1ΣFd22(b2,mg2)
s.t : mg1 > 3

mg2 =
mg

mg1

mg > 9

(3.63)

Two speed gearbox

The selected topology for a two speed gearbox is presented in Fig. 3.31. As in the previous
cases the selection of the gear ratio in each stage is done with the aim of minimizing the
overall weight of the transmission. Equation (3.64) defines the optimization problem. mg0
stands for the gear ratio of the final reduction step, and the sub-indexes 1 and 2 are the total
gear ratio of the transmission in first and second gear. Once the gear ratios are defined, each
gear mesh is sized in the same way as a single stage offset gear, later the size and cost of the
shifting mechanism is estimated based on the torque of the shaft where it is located. It
is worth noticing that for low gear ratios, the final reduction gear can be spared, and the
volume factor of such configuration would be similar to (3.64) but without the last term
and setting mg0 equal to 1 in the first two terms.

Minimize : f = (1+
mg0

mg1
+

mg1

mg0
+ (

mg1

mg0
)2)+

(1+
mg0

mg2
+

mg2

mg0
+ (

mg2

mg0
)2)+

mg1

mg0
(1+

1
mg0

+ mg0 + m2
g0)

mg0 > 1
mg1 > 1
mg2 > 1
mg1 > mg2

(3.64)
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3.3.4 Cost estimation

The first step in the calculation of the cost of a MT consists of an estimation of the cost of
each one of its major components. This includes material, manufacturing, quality assurance
(at a component level) and overhead costs directly related to that specific component. The
category of components encompasses all the gears, bearings, shafts, shifting mechanisms
and housings. The cost figures used in this work are obtained directly from suppliers and
volume dependent relationships are included. In this way, the tool is able to estimate the
cost of the transmission for different production volumes. Since the used cost figures are of
sensitive nature to the companies that aided in the development of this model they cannot
be presented in this work. However, in order to illustrate some factors that have a significant
impact on the gear’s cost, Fig. 3.33 shows the cost per unit of mass for different types of
gears. The lowest specific cost is that of a spur gear (shown in black). It can be seen that
heavier gears are relatively cheaper although they remain more expensive in absolute value.
Moreover, a helical gear is slightly more expensive (somewhere between 4 − 35%) than
a spur gear of the same weight. Finally, the addition of dog-teeth to a gear results in a
significant rise in cost (somewhere between 60 − 120%). In both cases, the difference in
cost respect to a spur gear is mainly due to an increase in the manufacturing complexity of
the gear.
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Spur Gear
Helical gear
Gear + dog teeth

Figure 3.33: Representation of the specific gear cost.

The next step is to include a multiplication factor to account for the cost of assembly and
quality assurance of the gearbox as a whole (1/kas). The cost of a MT can be described by
(3.65), where M is the component mass, $ is the specific cost of the selected component
type, the sub-indexes g, h, s, b and mi correspond to gears, housing, shafts, bearings and
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miscellaneous costs (such as actuators). The desired number of units is represented byNunits
while the original number of units at which the cost figures are extracted is Nounits. The
learning ratio is denoted by Rc. The implemented costing methodology allows to under-
stand which components are driving the cost of the gearbox and how they are affected by
changes in the design or specifications. This information combined with the cost models
developed for the remaining components of the electric powertrain allow to minimize the
total cost of the system.

costT =

[(∑
Mig$g(Mig) +Mh$h(Mh) +

∑
Mis$s(Mis)

)( Nunits

Nounits

)log(Rc)
+
∑

$ib +
∑

$imi

]( 1
kas

) (3.65)

3.3.5 Model validation and packing studies

In order to verify that the described model can be used to obtain a correct estimation of the
required gear dimensions, a number of gear meshes is designed for different input torques
and gear ratios, and the resulting dimensions are validated using specialized software for gear
design [95]. Figure 3.34 shows the estimated weight of a gear mesh (excluding housings,
shafts or bearings) for several combinations of input torque and gear ratio, the blue markers
represent the designs that are selected for further analysis.

Table 3.7 presents the obtained safety factors for bending and contact stress both for dy-
namic and static operation. As expected, the obtained static safety factors are above the
dynamic ones as the later represent a worst-case scenario for dimensioning the gears. More
important is the fact that for all designs the safety factors for bending and contact stress are
above 1.3 and 1.1 respectively. These are considered reasonable values for the application
according to experienced gear designers.

The model has been further validated by expert gear designers during the realization of
various packaging studies carried out in cooperation with Swedish Powertrain. Due to its
fast execution, the previously described model is able to quickly optimize the number of
meshes, gears dimensions and the overall layout of the transmission to fulfill certain packing
constraints and to achieve the desired gear ratio(s) and output torque/speed profiles.

As an example Fig. 3.35a shows a preliminary powertrain design for a low-floor bus applica-
tion aiming to provide some additional functionalities other than traction, such as charging,
torque vectoring and to be compatible with steering. This study is carried out early in the

77



Figure 3.34: Gear mesh weight for several combinations of input torque and gear ratio.

design process, to assess the feasibility of the solution and whether or not it would be worth
investigating it further. Therefore, rather than optimizing the EMs, a known design able to
fulfill the torque and power demands is used [96]. Due to the low floor requirements, long
axial length of the selected machines and steering demands, a long and slender powertrain
with the EMs far from the center of the wheels is determined to be a suitable candidate.

After a detailed analysis of this powertrain concept it is observed that the required angle of
the universal joints is higher than recommended by the manufacturer, which could reduce
their expected life. Since packing constraints make it challenging to design the powertrain
so that the output shafts are closer to the center line of the wheel, the model is used to
investigate the possibility of adding a hub-reduction gear (as shown in Fig. 3.35b). This
allows to lower the connection point to the wheel which reduces the angle of the propshafts.
However, it complicates the overall design and increases the number of gear meshes of the
powertrain.

Although the focus of these studies is on low-floor buses as they present a very challenging
set of packing constraints, the powertrains under study are intended to be suitable for a
variety of applications, some of which require them to operate in conjunction with an
ICE in a parallel HEV configuration. The model is used to assess the feasibility of adding
a differential in between the two branches of the transmission to serve as a connection
point for the combustion engine, as shown in Fig. 3.35c. Finally, the same powertrain
concept is re-designed to use axial flux machines instead (see Fig. 3.35d), this lowers the
axial length and changes the torque/speed profile of the EMs which allows to reduce the
required number of gear meshes.
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Table 3.7: Validation of the design model

Gear ratio Input torque
Sf bending Sf conctact

dynamic static dynamic static

.
 1.41 3.83 1.26 2.1

 1.33 3.71 1.24 2.47

 1.35 3.9 1.27 2.08

.
 1.41 4.21 1.3 2.14

 1.52 4.43 1.33 2.17

 1.63 4.63 1.36 2.23


 1.47 4.08 1.33 2.18

 1.46 4.24 1.34 2.18

 1.54 4.63 1.36 2.23

(a) Powertrain for low-floor bus (b) Hub-reduction gear for low-floor bus

(c) Hybrid powertrain for low-floor bus/truck (d) Hybrid powertrain for low-floor
bus/truck using axial flux machines

Figure 3.35: Packing studies³.

In all cases, once a final design was obtained it was verified both by means of specialized
software for gear design [95] and experts in the field. From those verifications it is concluded
that the presented model is sufficiently accurate to be used in the pre-design of electric
powertrains as only minor modifications were needed.

³Illustrations and CAD models courtesy of Anders Göransson, Swedish Powertrain.
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Chapter 4

Powertrain optimization

The optimization of an electric powertrain aims to provide a system design that is able
to meet all performance and packaging requirements while minimizing e.g., the added
cost and/or energy consumption of the vehicle. Moreover, the optimization process itself
must have the following characteristics: (i) it must use components and system models
with sufficient level of detail to capture all the relevant interactions between the different
components; (ii) it has to provide results that can serve as a starting point for a final design;
(iii) it should require a short set-up time and be computationally efficient to execute in
order to reduce development times and associated costs; (iv) it has to be flexible, allowing
the introduction of new technologies, components, topologies or system layouts as they
emerge. Finally, (v) if cost minimization is a major objective of the optimization, then
accurate cost models for the different components, based on a similar set of assumptions,
need to be used in order to ensure that the cost-tradeoffs between the components are being
correctly captured.

In the existing literature several efforts have been focused on addressing these challenges,
mainly improving the modeling and scalability of the different components in the power-
train and proposing new optimization techniques. For example, a methodology to generate
new EM designs by performing dimensional and number of turns scaling of a “base ma-
chine” is presented in [97]. Similarly, a set of scaling rules for permanent magnet machines
is described in [98] and used in [99] together with a loss model for a PEC to perform a
multi-objective optimization, aiming to reduce both the EM volume and the average losses
over a driving cycle. This set of rules is also used in [100] to optimize the sizing of in-wheel
EMs for traction applications. Another approach is to consider the impact of the dimen-
sional scaling on the parameters of the equivalent circuit of an EM, as presented in [101].
These methodologies allow to quickly adjust the performance and efficiency characteristics
of the scaled EM and are therefore valuable tools in powertrain simulations and optimiza-
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tions.

On the other hand, efficiency maps for PEC are often used in powertrain simulations [102]
as they present a good balance between accuracy and required computational time. This
approach is easy to apply when the specific properties of the components in the converter
are known. However, if the design of the PEC is to be included within the optimization of
the powertrain, a rule-based approach [103] or an approach that relates the characteristics
of the components to their physical size [58] can be applied.

Moreover, investigations of the impact of the mechanical transmission topology on the
overall efficiency of the powertrain are carried out in [104]. Usually, if the transmission
is included in the powertrain optimization, the focus is placed on selecting the correct
gear ratio(s) and its cost, weight and size are considered by means of simple linear models
[105, 106].

Finally, some attempts at integrating performance and cost models for EM, PEC and MT
in the optimization of an electric powertrain are presented in [106–108]. However, details
on how the different models are constructed are scarce.

This chapter outlines the integration of the sizing, performance and cost models presented
in Chapter 3, in the optimization of an electric powertrain. As stated before, the objective
is to find a balance between modeling the components with sufficient level of detail in
order to capture all the relevant interactions among the different components, and keeping
the required computational time at reasonable levels which allows the methodology to be a
valuable tool in the early design phases of electric powertrains. An overview of the proposed
optimization methodology is presented in Fig. 4.1. In the coming sections, the different
steps in the optimization process are described. The material presented in this chapter is an
extension of the work previously published in [109].

4.1 Input data

Thefirst step in the optimization procedure is to define all relevant input data. This includes
powertrain concepts to be evaluated, performance requirements, packing constraints, avail-
able cooling, and components specifications such as battery voltage, switching frequency
and semiconductor technology for the PEC, gears’ material, etc.

It could be argued that some of these parameters should be optimized rather than being
pre-defined, and in principle there is nothing preventing the designer from including them
in the optimization. However, increasing the number of variables to optimize signific-
antly increases the computational time and thus reduces the usefulness of the developed
optimization tool. Moreover, many of these parameters could be fine tuned once the main

82



Figure 4.1: Powertrain optimization procedure.
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characteristics of the different powertrain components have been found.

4.1.1 Powertrain concepts

As explained in previous chapters, there are a large number of possible powertrain configur-
ations that may result in solutions that fulfill both the packing constraints and performance
requirements. During this step, the designer defines those configurations deemed of interest
for the application. The design space can be explored more exhaustively by increasing the
number of configurations under study. This increases the likelihood of finding an optimal
solution at the expense of a higher computational time.

There are several aspects that need to be defined for each powertrain concept under con-
sideration. First, its layout and placement need to be specified. As described in Chapter
2, an electric powertrain can be configured and installed in a variety of ways which are
likely to have an effect on the packing constraints that need to be fulfilled. Moreover, de-
pending on which axle(s) is/are being propelled, the maximum allowable starting torque
is expected to change as described in [76], which consequently can affect the sizing of the
different powertrain components. Additionally, powertrain concepts with more than one
EM provide the possibility of reducing the energy consumption by optimizing the split of
the loads between the EMs (unless each machine is propelling an individual wheel). How-
ever, optimizing the sizing of all the powertrain components and the power split control
simultaneously would significantly increase the computational time. Moreover, doing so
is only relevant if energy consumption or powertrain efficiency are part of the objective
function of the optimization. The use of a pre-defined rule-based power split control can
be seen as a compromise that allows the inclusion of powertrain efficiency in the objective
function while keeping the required computational time low. Some alternative rule-based
power split control strategies that could be used are: an even split of the loads between the
different EMs (suitable for example for in-wheel motors or similar concepts), or splitting
the loads according to a pre-computed optimal efficiency tables (applicable, for example,
to concepts with several propelled axles).

The second aspect that needs to be specified is the transmission type. This has an impact
on the achievable gear ratios and packing constraints. For example, whether the input and
output shafts of the transmission are concentric or parallel, impacts the way in which the
packing constraints are evaluated. Similarly, any restrictions on the relationship between
the different gear ratios (if applicable), as well as the minimum and maximum achievable
ratios by the considered transmission type need to be defined and handled [82]. Moreover,
the selection of gear ratio(s) can be an optimization problem of its own, and similarly to the
case of the load split between several EMs previously described, solving it inside the main
optimization loop would require a higher computational time. Therefore, it is suggested
here that in a first approximation, a rule-based approach is taken for selecting the gear
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ratio(s).

For single speed transmissions, given an EM design able to meet the required power, the
possible values for the gear ratio are constrained, as shown in (4.1), by the maximum torque
and speed requirements. If such interval is empty, it is not possible to select a gear ratio
that would satisfy the power, torque and speed requirements (as shown in Figs. 4.2c and
4.2d). On the other hand, if the interval described in (4.1) is not empty, there exists a range
of values that can potentially satisfy the different requirements. A reasonable rule can be
to select the gear ratio as high as possible in order to maximize the starting torque, which
might be a desirable feature. Alternatively, the gear ratio can be selected as low as possible,
in order to maximize the top speed of the vehicle. These two scenarios are represented in
Figs. 4.2e and 4.2f respectively.
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Figure 4.2: Simplified example of feasible and infeasible gear ratio selection for a single speed transmission.
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Similarly, the gear ratios in a two speed transmission can be constrained as shown in
(4.2, 4.3). On top of that, a condition to ensure sufficient overlapping between the two
speeds is presented in (4.4), where kover is a constant directly proportional to the length of
the region where both gears overlap. Those equations only apply when the constant power
speed range (CPSR) of the EM is lower than that required at the wheels (as shown Figs.
4.3c-e). In this case, if the first gear (highest ratio) is selected to meet the starting torque
requirement and the second one (lowest ratio) is selected to meet the maximum speed de-
mand, the overlapping between the two gears is maximized (as shown in Fig. 4.3c). Thus,
in a first approximation the gear ratios can be selected according to this rule. Alternatively,
it is also possible to select the gears in a way that maximizes the starting torque (see Fig.
4.3e) or top-speed (refer to Fig. 4.3d) of the vehicle. On the other hand, when the CPSR of
the machine is higher than the one needed at the wheels, the range of gear ratios that can be
selected is larger as shown in Figs. 4.3f-h. This opens up the possibility of increasing the size
of the overlapping region, the top speed or starting torque even further. Finally, infeasible
solutions can still exist if the CPSR of the EM is significantly lower than that required at
the wheels (see Figs. 4.3i-k), as it is not possible to satisfy the overlapping, torque and speed
requirements simultaneously.

mg1 ≥
Tmax,wheel

Tmax,em
(4.2)

mg2 ≤
ωmax,em

ωmax,wheel
(4.3)

ωmax,em

mg1
≥ kover

ωbase,em

mg2
(4.4)

Additionally, if a two speed transmission is being evaluated, the shifting strategy should
be defined at this stage. As the efficiency maps of the different components are available
before performing a drive cycle simulation, it is possible to compute which of the gear ratios
provides the highest efficiency at each torque and speed operating point. This is not an
optimal control strategy as it neglects the effect of shifting gears in the energy consumption
but it is not too far from it, as the EM can be used to quickly synchronize the shafts of
the transmission during gear shifting, and shifting times below 0.1s can be achieved [110].
However, as in the previous cases, it is a compromise that allows to perform a sufficiently
accurate estimation of the energy consumption without a significant increase in the required
computational time.
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Figure 4.3: Simplified examples of feasible and infeasible selection of gear ratios for a two speed transmission.

4.1.2 Performance requirements

In electric powertrains, usually two types of performance requirements can be identified:
those that need to be met continuously and those that can be satisfied by taking advantage
of the overloading potential of the powertrain and therefore can only be sustained for a
certain period of time. Both types of requirements need to be provided as inputs for the
optimization process. They can be expressed directly as wheel torque vs speed points (as it
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is done for the case study in section 4.3) or given in the form of some performance metrics
such as acceleration time, road gradient and speed for hill climbing, maximum time and
initial speed of an overtaking maneuver, etc. which are then computed into wheel torque vs
speed points to be satisfied by the powertrain, as shown in Fig. 4.4 for a compact passenger
vehicle.
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Figure 4.4: Wheel torque vs speed operating points for different performance metrics.

4.1.3 Constraints

Also constraints need to be clearly defined from the beginning and are most commonly ex-
pressed in the form of packing, weight and overloading time. The geometry of the power-
train can be intricate, and verifying the different mounting configurations is a complex task
to be handled in an automated way. For this reason, in a simplified approach, the packing
constraints are defined as the maximum dimensions of a box or cylinder that could enclose
the EM and MT as shown in Fig. 4.5. If a possible solution cannot be fitted inside this box
it can be disregarded right away without the need for further evaluation. Similarly, a con-
straint can be set on the maximum allowable weight of the EM and MT in the application.
This last type of constraint is of special interest in un-sprung powertrains such as in-wheel
motor concepts, as un-sprung masses can affect the passengers’ comfort. Finally, the min-
imum time that the overloading current needs to be sustained can also be included as a
constraint in the optimization process. Constraints on the overloading time are important
in order to ensure that overtaking and acceleration maneuvers can be completed.
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Figure 4.5: Example of how packing constraints are defined and evaluated.

4.1.4 Objective function

The function to optimize can take into consideration different aspects of the powertrain
such as up-front cost, efficiency, weight, etc. Asmulti-objective optimization theory demon-
strates, this can be handled in a variety of ways [111]. For simplicity, and given that in most
cases sufficient information is available regarding the different optimization objectives and
their relative importance, the presented approach consists of adding together the different
functions with weight values predefined by the designer [112] as shown in (4.5) where ωi
represents the relative importance of the objective i and sf are the scaling factors used to
make the different objectives comparable. By taking this approach, just a single run of the
overall optimization needs to be performed in order to obtain usable results.

Alternatively, several optimizations can be performed varying the weight factors in the ob-
jective function to obtain the pareto front that describes the relationships between the
different objectives. For obvious reasons, this latter approach is significantly more time
consuming than the former.

f(x) =
k∑

i=1

ωifi(x)
sfi

ωi ≥ 0
k∑

i=1

ωi = 1

(4.5)
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4.1.5 Other pre-defined variables

Besides the data required to define the powertrain concepts, performance requirements,
constraints and objective function, some additional parameters that have an impact on the
performance, size and/or cost of the different components need to be defined in advance.
These parameters are: theDC-link voltage, semiconductor technology, switching frequency
(as explained in Chapter 3), gear’s material and all the application dependent factors (as
discussed in section 3.3), available cooling and expected production volumes. As previously
mentioned, some of these parameters could be optimized rather than predefined but doing
so would increase the required computational time, and in many cases some of them are
known beforehand by the designer.

4.2 Powertrain optimization procedure

Once all the information described in section 4.1 has been defined, the optimization pro-
cedure can initiate. Three concentric optimization loops are used are used in the overall
optimization process in order to cope with the different powertrain concepts, EM designs
and characteristics respectively. Each powertrain concept is separately optimized and then
the results are compared (see the yellow loop in Fig. 4.1). For each of the selected power-
train concepts, an optimization loop is executed (shown in red in Fig. 4.1). This loop
starts with the selection of an EM geometry from the database. Subsequently, the number
of turns, axial length and overloading factor that result in an optimal powertrain design
for the selected EM geometry are obtained inside the design optimization loop (shown in
purple in Fig. 4.1) as shown in (4.6).

Minimize : f(x), x = (kA,Nt, kov)
s.t : kA > 0, kA ∈ R

Nt > 0, Nt · Np ∈ N
kov > 1, kov ∈ R
Gm(x) ≤ 0,

(4.6)

The existence of both continuous (EM length and overloading factor) and discrete (num-
ber of turns) variables requires the use of an optimization algorithm able to handle mixed
integer problems. In this work, particle swarm optimization (PSO) [113] is used. In this
optimization algorithm the space of search is populated by a predefined number of indi-
viduals which move following the rules described in (4.7) and (4.8), where ωopt, C1 and
C2 are constants used to control the performance of the algorithm, and may be selected
according to [114].
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vi(t) = ωopt · vi(t− 1)+
C1 · rand1 · (xbest,i − xi(t− 1))+
C2 · rand2 · (xbest − xi(t− 1))

(4.7)

xi(t) = xi(t− 1) + vi(t) (4.8)

Once the particles have changed their position in the space of search, the cost function is
evaluated at that point (see “Fitness evaluation” shown in green in Fig. 4.1), and the pro-
cess is repeated until all particles converge around one point or the maximum number of
iterations (Niter,max) is reached. In order to rule out solutions that do not satisfy the require-
ments of the application, constraints on the total size, weight and/or required overloading
time (see section 4.1.3) may be included as represented by Gm in (4.6).

As explained in the previous section, the objective function for the “design optimization
loop” consists of a weighted combination of certain features such as cost, weight or size,
normalized to the desired ranges. However, given the large number of times that the ob-
jective function is evaluated in the optimization of an electric powertrain, it is important
that it provides an expedite execution. This is particularly relevant if energy consumption
is part of the objective function, in which case it is recommended to estimate it through
analytical calculations rather than a drive cycle simulation. Moreover, inside the “Fitness
evaluation” loop, the PEC and MT are sized depending on the EM’s characteristics. The
selection of the gear ratio(s) is done according to the rule-based approach defined prior to
the start of the optimization process. With the EM, PEC and MT sized, it is verified that
throughout the speed range the continuous and peak wheel torque envelopes are above the
required values in order for the solution to be deemed feasible. For reference, the “design
optimization loop” executes in about 30s in a desktop computer with an i7− 7820X pro-
cessor operating at 3.6GHz and 64Gb of RAM.

Once the optimal powertrain design for the selected EM geometry is obtained, the pre-
viously calculated efficiency maps for the EM, PEC and MT are used in a full vehicle
simulation over a drive cycle to determine the actual energy consumption of the vehicle
and temperature evolution in the different sections of the EM and PEC. At this point the
design optimization loop is completed for the selected EM geometry and the process is
repeated for different EM geometries until the stop criterion for the concept optimization
loop is met. This criterion can be, for example, when the cost of the powertrain is below
certain threshold or when all EM geometries in the database have been evaluated.

After the concept optimization loop is completed for the selected powertrain concept, the
process is repeated until all concepts are optimized. This optimization approach allows to
evaluate a large number of EM designs in a relatively short period of time, which provides
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a holistic view of the problem and can help to identify areas of interest to explore further,
e.g. suggesting new EM geometries to be added to the database.

4.3 Case study

In this section, the proposed models and methodology are used in the design and optimiza-
tion of a powertrain for a compact passenger vehicle. The 2018Nissan Leaf specifications are
used in this case study. The goal is twofold: (i) to provide an optimized powertrain concept
that serves as the initial step for product development, and (ii) to highlight the tradeoffs
and trends between different components in alternative powertrain configurations. To do
so, two powertrain configurations are considered, one with a single speed gearbox and one
with a two speed gearbox (see Fig. 4.6). The characteristics of the vehicle and performance
requirements are summarized in Table 4.1 and Fig 4.7. Moreover, it is worth mentioning
that the red diamonds and blue stars in Fig 4.7 represent the performance requirement
vectors used as inputs in the optimization process.

(a) Single speed transmission (b) Two speed transmission

Figure 4.6: Considered powertrain concepts.
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For the PSO algorithm used in the design optimization loop, the initial population set
consists of 75 individuals uniformly distributed through the space of search. The optim-
ization stops when the distance between the best individual and the farthest one is below
a threshold level (set to 1% of the space of search size) or when the maximum number of
iterations (100 based on preliminary runs) is reached. All the parameters, design variables,
objective functions and stop criteria of the different optimization loops used in this case
study are summarized in Table 4.2.

Table 4.1: Vehicle specifications

Electric vehicle specifications

Vehicle weight  kg

Top speed 150 km/h

Battery Capacity 40 kWh

Time - km/h ∼ 9 s

DC-link Voltage 400V

Drag coefficient·Area (CdA) 0.26 · 2.5 m2

The tradeoffs obtained from the optimization between powertrain weight, cost, gear ratio
and the nominal power needed to meet all the requirements are presented in Fig. 4.8. Each
row in the figure corresponds to an electrical machine topology (corresponding to those
shown in Fig. 3.14) while the columns represent alternative powertrain concepts (depicted
in Fig. 4.6). Note that for the powertrain concept with a two speed gearbox, the lowest
gear ratio (highest gear) is the one plotted in the x axis. Each colored point represents a
complete powertrain design where the EM is scaled together with the gear ratio(s) of the
transmission until all the demands of the application are fulfilled.

For this study, the EM database consists of around 4000 EM designs with outer diameters
varying from 170−340mm (refer to section 3.2 for further details). It is worth noticing that
all machines in the database are evaluated in order to accurately capture as many relevant
interactions between the design parameters as possible. Additionally, a pre-selection of
representative designs presents a challenging task, as different EM designs have different
torque vs speed characteristics, and these vary slightly when the EM is scaled. Moreover,
once the database of machines is generated, evaluating all of them is a relatively quick
process, and the additional gained insights outweigh the increased computational time.

Since a large number of EM designs are evaluated for each powertrain concept, it is clear
that some are not well suited for the specific application. For example, for the powertrains
under consideration, machines with low constant power speed range (CPSR) need to be
oversized in order to meet both the starting torque and power at maximum speed. This
can be clearly seen in Fig. 4.8 at low gear ratios for both powertrain concepts and all EM
topologies considered.
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Table 4.2: Optimization Problem formulation

Optimizer Parameters

ω .

C1 .

C2 .

Vmax ±0.1 · (xmax − xmin)

Niter,max 100

Nparticles 75

Stop Criteria Niter = Niter,max

max(||xbest − xi||) ≤ 0.01 · ||xmax − xmin||

Design Optimization Loop

Objective function Powertrain Cost

Design Variables kA, Nt, kov
Bounds 0.25 · rso < kA < 4 · rso

0 < Nt <
(Vdc/

√
6)mmaxIrms,st
Pcont

1 < kov ≤ 2

Constraints Tem,wheel ≥ Treq,wheel

tov ≥ 60 s

Concept Optimization Loop

Stop Criterion All EMs evaluated

Concept Optimization Loop

Stop Criterion All Powertrains evaluated

Note that in all cases, a slightly lower system cost can be obtained by the addition of a
second speed to the transmission. This is due to the fact that the second speed helps to
avoid oversizing the EM, which in turn lowers the current demands from the PEC and
thus its cost.

Moreover, it can be observed that for all cases the overall cost and weight tend to decrease
together with the gear ratio. Nevertheless, the benefits of increasing the gear ratio become
less significant above a certain level. For the designs with a single speed gearbox, this occurs
between 12-13 (see Fig. 4.9). There are several reasons for this behavior. First, both the cost
and weight of the mechanical transmission increase with the gear ratio. Additionally the
power density of the EMs does not increase significantly at higher speed, as no special high
speed machines are included in the database. On the other hand, for those powertrains
with two speeds the cost and weight flatten for ratios in the range of 10-11, where the
combination of machines with slightly lower maximum speed and smaller transmissions
yields to a reduction of the overall system cost.
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Figure 4.8: Comparison between cost, weight, gear ratio and EM rated power for different powertrain concepts using three
EM topologies. The blue curve is the projection of the tradeoff front on the Cost/Gear ratio plane. The red curve is

the projection of the tradeoff front on the Weight/Gear ration plane.

Another interesting tradeoff that is worth mentioning is the selection of EM topology. Al-
though in this study the V-shape IPMSM presents the highest power density of the three
considered topologies, this does not translate directly into a lower system cost as it can be
appreciated in Fig. 4.9a, as the cost of the EM does not relate only to the power density.
Material content and manufacturability determine to a great extent the cost effectiveness
of a solution. Moreover, Fig. 4.9a indicates that good system designs, which can be com-
petitive both in terms of cost and weight, can be achieved with the three different EM
topologies.

An additional factor to ponder when designing a powertrain is the optimal CPSR of the
EM, as usually an increase in CPSR comes at the expense of a decrease in power density.
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Figure 4.10: (a) Cost vs CPSR and (b) Cost vs Power density tradeoffs for all EM designs in the database when optimizing for
cost. Two speed gearbox concepts are shown in blue while single speed transmissions are shown in red.

Fig. 4.10a shows how the total cost of the powertrain varies as a function of the CPSR of
the EM for both powertrain types. It can clearly be observed that for a single speed gearbox
transmission, the optimal powertrain cost is achieved for an EM with a CPSR between 3
and 3.5; this is the interval where the EM has sufficient CPSR to achieve all performance
requirements with minimum oversizing and without sacrificing too much power density.
For a two speed gearbox transmission, the optimal CPSR is significantly lower (around
1.7-2). This is due to the fact that now the EM does not need a wide CPSR to meet all the

96



performance requirements, as it can take advantage of the second speed in the transmission.
Therefore, machines with higher power density and lower CPSR are a better fit for this
powertrain concept, as it is shown in Fig. 4.10b.

Table 4.3: Optimal powertrain Design

Powertrain Parameters

EM topology v-shape IPMSM

Axial length 0.207m

Nt 2

Npar 1

kov 1.12

EM Np 6

EM number of slots per pole and phase 2

EM nominal power 97kW

EM peak power 116kW

Nominal torque 94Nm

Peak torque 103Nm

EM wmax 18.7krpm

First gear ratio 24.1

Second gear ratio 14

The powertrain design that provides the lowest cost is presented in Table 4.3 and the corres-
ponding EM geometry is shown in Fig. 4.11a. It is worth noticing that the selected design
is by no means a clear winner, existing several alternatives that provide a very similar overall
system cost. Therefore, slight variations of the initial assumptions such as the cost of raw
materials would likely change the optimal solution. A common characteristic of all these
competing designs is that they feature EMs that operate at high speeds, for example, the
EM in the optimal powertrain has a top speed slightly below 19 krpm and a base speed of
around 10 krpm (refer to Fig. 4.11b). As it is known, increasing the EM base speed allows
to achieve higher power densities and thus lower the EMmaterial and manufacturing cost.

In Fig. 4.11c the overall powertrain efficiency (including EM, PEC andMT) at each torque
and speed operating point is depicted following the shifting strategy presented in Fig. 4.11d.
In both figures, solid and dotted lines are used to represent the torque vs speed envelopes in
first and second gear respectively, peak operation is shown in red and continuous in blue.
As mentioned in subsection 4.1.1, the selected gear shifting strategy is based on optimal
powertrain efficiency and it is smoothed in order to avoid unnecessary shifting. This strategy
results in a wide high efficiency region as it could be expected, which translates into a
reduction in the energy consumption. However, as previously discussed, it is possible to
further reduce the energy consumption of the vehicle by adjusting the values of the gear
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ratios but such refinement of the selected powertrain design is not included in this work.
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Figure 4.11: Characteristics of the optimal powertrain. (a) EM geometry, (b) EM efficiency, (c) powertrain efficiency, (d)
selected gear ratio (first gear - yellow, second gear - green). Blue and red lines represent the torque envelopes at
nominal and peak loading. In (c) and (d) solid and dotted lines are used to indicate the torque envelopes at first

and second speed respectively

Another aspect worth of interest is the thermal performance of the selected concept. Figure
4.12b shows the temperature evolution of the different nodes of the electrical machines over
one drive cycle simulation (depicted in Fig. 4.12a). In this figure, it can be observed that
the different temperatures in the EM are kept at relatively low values, showing that the
EM performance is not thermally limited throughout the studied drive cycle. However, it
should be noted that higher maximum temperatures would be reached if the simulation is
performed assuming higher starting temperatures in the EM. For example, this could be
the case if a sequence of drive cycle simulations are performed after each other, assuming
that the starting temperatures for one are the final temperatures of the previous simulation.
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Figure 4.12: Thermal performance of the optimal powertrain over WLTP, (a) Drive cycle. (b) EM temperatures.
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Chapter 5

Cost analysis of alternative charging
solutions

As explained in Chapter 2, electric road systems (ERS) are technologies that enable vehicles
to charge while they are in motion. These technologies allow to reduce the size of the on-
board battery without sacrificing the driving range, but require a significant investment in
infrastructure. In this context, it is necessary to assess whether the societal benefits of a large
scale implementation of ERS outweigh the drawbacks, represented mainly in the form of
investment and maintenance cost.

Since ERS are relatively new and young technologies (excluding trolley buses) the available
research on the topic is rather scarce and mostly focused on the design, performance and
feasibility of the technologies themselves and not on the societal impact of their future
implementation. This chapter aims to shed some light on this topic in two alternative but
complementary ways. First, the societal cost of electrifying a nation wide automotive fleet
by several means is analyzed, with special focus on using different ERS technologies. It is
worth to mentioning that this analysis is focused on BEV and ERS, thus alternative forms
of electrifying road transport such as FCEV are not considered. Second, the suitability
of a road to be electrified under different scenarios is assessed based on its traffic density,
described by the annual average daily traffic (AADT).

The material presented in this chapter is an extension of the work previously published
in [115–117] and builds upon the work initiated in [118]. The analyzes presented here take
advantage of the models and tools described in Chapters 3 and 4.
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5.1 Cost modeling and assumptions

All the analyzes presented in the upcoming sections are based on the quantification of
the different costs required for electrifying road transport and the potential savings derived
from it. In order to provide a fair assessment of the implications of alternative electrification
scenarios, it is necessary to model the cost of all relevant components based on a similar
set of assumptions. However, due to the wide nature of the task at hand, and considering
that some of the technologies under study are relatively new, in some cases it is not possible
to provide the same level of detail in the cost estimation. In such cases, best available
estimations or reported figures are used instead.

When performing a cost analysis of alternative forms of electrifying road transport three
major cost groups can be identified: (i) on-board components, (ii) infrastructure and (iii)
energy. It is worth noticing that the cost of the components that are common between the
current solution for road transport (vehicles based on ICE) and one based on BEV, is not
considered. This section describes the first two cost groups. The third one on the other
hand, is explained in the section 5.2 as energy costs vary widely among countries.

5.1.1 On-board components

Besides an electric powertrain (composed of a PEC, EM and MT) and a battery pack, a
BEV requires other components in order to fulfill functions that in conventional vehicles
are dependent of the ICE. For example, usually an isolated DC/DC converter is used in
order to transfer energy from the traction battery to the service battery, replacing in this
way the function of the alternator in conventional vehicles. Additionally, one or more
converters might be needed in order to enable different forms of charging, whether it is low
power static charging (modes 1 or 2), high power static AC charging (mode 3) or dynamic
charging (conductive or inductive). Moreover, for the former form of charging, a device
(often referred to as a pick-up) is needed in order for the vehicle to establish a connection
with the dynamic charging infrastructure. All these components, which can be seen in Fig.
5.1, contribute to the overall added cost of the vehicle.

In this context, one of the most sensitive parameters in the upcoming analyzes is the cost
of batteries. In order to narrow down the scope and given that they are the dominating
chemistry in BEV today, this work only considers Li-ion batteries. As described in Chapter
1 there is a wide range of reported cost figures for Li-ion batteries, varying from 227 to
190 $/kWh [3, 14, 15] and more recent estimates based on [119] project a cost in the range
of 122 − 100 $/kWh for high capacity packs (70 − 80 kWh) [120]. Taking all this into
consideration, in the upcoming sections a figure of 90 €/kWh is used.

On the other hand, the cost of all PECs (including traction inverter, the different isolated
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DC/DC converters and on-board charger) are estimated using the model presented in sec-
tion 3.1. For each one of the aforementioned converters, a large variety of topologies could
be used. But as the purpose of this chapter is not to find the optimal design of each con-
verter in the vehicle, the topology of each converter, switching frequency, available cooling,
winding type and core material for magnetic components, input and output voltages, and
operating conditions are predefined. It is evident that this yields to sub-optimal solutions.
However, as the converters are sized and their cost is estimated using the same procedure
and assumptions, the resulting comparison is expected to be fairer than one based on re-
ported values from suppliers or academic publications. Additionally, in most cases there is
no clear consensus on which is the optimal topology for a given application. Thus the use
of reported values does not ensure the use of an optimal topology and/or design either.

Similarly, the EM for each vehicle type is selected from an initial database of around 4000
designs (refer back to section 3.2.2) and scaled to meet the demands of the application and
its cost is determined as explained in section 3.2.5. The MT is designed to provide the gear
ratio required by the selected EM design and to withstand the input torque. The cost of
the MT is estimated as explained in section 3.3.4.

Finally, the cost of the connection devices towards the charging infrastructure, both dy-
namic and static, are estimated based on reported figures from active test sites [29, 32] and
commercially available solutions.

Figure 5.1: Components required for electrification.

5.1.2 Charging infrastructure

In the presented studies different forms of charging infrastructure (all of them described
in detail in section 2.3) are considered depending on the scenario under analysis and the
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vehicle type. For this reason it is necessary to model their cost and understand the main
factors affecting it.

The specific cost of a static charger can vary widely depending on the type of charger, the
required power, the desired additional features and functionalities, and the amount of elec-
trical or construction work needed at the installation site, among other factors [121]. For
these reasons it is challenging to find a single specific cost figure that would be correct in
all cases. However, as a first approximation, specific cost figures derived from preliminary
designs of the required hardware (based on the models presented in section 3.1 considering
high production volumes) and assumptions on the average amount of electrical and con-
struction work required to install the charger at the desired location are used. This results
in the specific cost of a low power static AC charging stations (mode 1) being assumed to
be 100 €/kW, while for higher power static AC charging stations (modes 2 and 3) this fig-
ure rises to 140 €/kW. Similarly, the specific cost for DC fast chargers is estimated in 315
€/kW. It is worth mentioning that these figures have been compared and validated against
prices for commercial solutions [121, 122].

Even more challenging is to find reliable cost estimations for ERS in the literature, since
they are relatively new technologies that have not been implemented commercially but
rather limited to test sites. Moreover, although ERS share commonalities with mature
technologies such as trolley buses, trams and railways, the higher speeds of the vehicles,
their constant change in lateral position relative to the infrastructure and their wide range
of sizes and types introduces new challenges. Therefore, a cost model that considers the
major components in the system has been developed [123]. The cost model is based on
information and figures from the different pilot sites in Sweden [29,30,32] and is described
in (5.1) for a road of a given length (LERS) and able to deliver a specific peak power (PERS).

CERS = k0 PERS + k1 LERS + k2 kERS LERSNlanes (5.1)

Equation (5.1) is composed of three terms that refer to specific components of the system:

1. Power term: this term accounts for the cost of those components that scale with
power. They are mainly transformers and rectifying stations that provide power to
the road. This term is proportional to the peak power that the road segment is
expected to deliver. Peak power is assumed to be 2.5 times higher than the average
power in order to compensate for changes in traffic volumes and composition (and
therefore power demands) throughout the day. The constant is set to k0 = 300
k€/MW.

2. Distribution term: this term accounts for the cabling placed along the road that
connects the rectifying station to the feeding infrastructure on the road. Thus it is
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proportional to the length of the road section. The constant is set to k1 = 150
k€/km.

3. Road bound hardware term: this final term accounts for the cost of the infrastructure
placed on the road and in direct contact with the vehicles. This includes the electric
road segments, switches, breakers and all protection and safety systems required.
Therefore, it is proportional to the length of the road that is actually equipped with
electric road segments (which can be different from the total road length) represented
by kERS LERS and the number of lanes that are electrified (Nlanes) The constant is set
to k2 = 500 k€/km.

Road bound hardware term

Distribution term

Power term

Figure 5.2: ERS cost model description.

The different terms in the aforementioned cost model are graphically represented in Fig.
5.2. It is worth mentioning that the presented cost model is developed for conductive ERS
and makes no distinction between road bound or overhead solutions. Although the main
difference between an inductive and a conductive ERS is on the ”road bound hardware
term” in this work it is assumed that the overall cost of an inductive ERS in roughly 3
times higher than its conductive counterpart, due to the lack of access to cost figures for
inductive ERS solutions.
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5.1.3 Other considerations

Amortization times are assumed to be 15 years for dynamic charging infrastructure, 10 years
for static charging infrastructure and 5 years for the components on-board the vehicles. The
exchange rate from Dollar to Euro is kept at 0.9, which was the approximate rate at the
time these studies were carried out. Additionally, interest rate is assumed to be 3% and the
yearly cost of maintenance for ERS infrastructure is also estimated at 3%.

5.2 Societal cost of electrification

In this section the societal cost of electrifying a nation-wide fleet is analyzed under five
alternative scenarios and for different countries (Sweden and Denmark). As previously
mentioned, BEV are the only electrification alternative included in the analysis, leaving out
of the scope other options such as FCEV. The analysis is carried out from the perspective
that the whole fleet is already electrified, thus the transition period from the current state
of the fleet to the one described in the different scenarios is not considered. Moreover, as
the objective of this study is not to predict how the fleet composition and use are expected
to change with electrification, it is assumed that the functionality of the system, the fleet
composition and the existing road network remain unaltered in the different scenarios with
respect to their current state.

The proposed scenarios differ from each other on the type of charging infrastructure avail-
able for the different vehicle types and are further explained in the next section. The ob-
jective of this study is to assess and compare the cost effectiveness of alternative charging
solutions when implemented at large scale in different countries. In order to simplify the
analysis, the vehicles in the national fleets (both for the Swedish and Danish case) are classi-
fied based on their gross combination weight rating (GCWR) and driving patterns in four
groups: (i) Light duty, which is dominated by privately owned passenger cars, and includes
all four wheel vehicles with a GCWR below 3.5 tons. In this group, vehicles tend to have
a relatively low utilization and in average to drive shorter distances. (ii) City buses, which
includes all buses driving intra-city routes. Vehicles in this segment are characterized for
having a high utilization but a low average driving speed. No limits are imposed on the
CGWR of the vehicles in this group. Therefore, single-decker, double-decker and multi-
articulated buses are all part of this segment. (iii) Distribution trucks, consists of vehicles
with a CGWR between 3.6 and 16 tons. Vehicles in this group are extensively used, driving
both inter and intra-city routes. (iv) Long haul, which is composed of long haul trucks and
coach buses. The vehicles in this group are characterized for having a high utilization and
driving long distances at relatively high speeds. This classification is by no means perfect,
and neglects the fact that some vehicles in one group would fit better in a different one.
However, it is expected that the average vehicle in a group would be a good representation
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the majority of the vehicles in the group in terms of performance requirement and usage
patterns.

5.2.1 The Swedish case

The Swedish automotive fleet consists of about 5.2 million registered vehicles. The first cat-
egory is the most numerous one, accounting for about 5.01 million vehicles including both
passenger cars and vans. The fleet of city buses consists of 14 thousand units, while there
are around 20 thousand distribution trucks. Finally, there are 65 thousand long haul trucks
and coach buses registered in the country. Note that long haul trucks that regularly operate
in the country but are registered elsewhere are not accounted for or included in the analysis.
The aforementioned vehicle types account for 96% of the energy used in road transport in
Sweden. The remaining 4% is consumed by two wheelers, construction equipment, recre-
ational and specialized vehicles which are not included in the upcoming analysis as their
electrification is more challenging and might require more specifically tailored solutions.

Combined, all the vehicles of the fleet (including those not considered in this study) use
about 80 TWh yearly, which represents 21.6% of the total energy consumed in the country
[124]. Most of this energy is converted in the country’s road network, which includes 15600
km of national and European roads.

Although prices of fuel and electricity constantly fluctuate, for this study they are assumed
to be fixed at 1.4 e/liter and 0.09 e/kWh respectively, which correspond to the actual
figures at the time that this study was carried out. Additionally, the value added tax (VAT)
is deduced from the cost of both fuel and electricity, as only societal cost is being considered.

5.2.2 The Danish Case

In contrast to Sweden, Denmark has a lower total and per capita number of road vehicles.
There are 3.3 million road vehicles currently registered in Denmark. Following the clas-
sification previously described, light duty vehicles account for 2.8 millions, out of which
the majority are privately owned passenger cars (2.4 millions) and the remaining are vans
(400 thousand). There are 7 thousand intra-city buses, 16 thousand distribution trucks
and 32 thousand long haul vehicles. Surprisingly enough there is a relatively large number
of two wheelers (200 thousand) and agricultural, recreational and specialized vehicles (227
thousand). However, as in the case of Sweden and for the same reasons, these vehicles are
not included in the upcoming analysis.

Although Denmark is a relatively small country (43000 km2 neglecting Greenland and
Faroe Islands) it counts with a dense road network with a total length of 73500 km, out
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of which 4509 km are highways and dual carriageways [125]. In total, 43.4 TWh are con-
sumed every year by road transport in Denmark which accounts for 34% of the total energy
consumed in the country [126].

The fuel and electricity cost are assumed to be 1.34e/liter and 0.135e/kWh based on cur-
rent figures in Denmark. Moreover, as it is done the Swedish case, 20% VAT is subtracted
from both fuel and electricity.

5.2.3 Scenarios

For this study, five different scenarios are proposed, the charging modes considered for each
scenario are illustrated in Fig. 5.3 and the specifications for both the on-board components
and infrastructure are described in this section.

Figure 5.3: Summary of the charging modes for the different scenarios.

Scenario 1: Large batteries

In this scenario the electrification of all road transport is achieved by the sole use of batteries
and high power static charging. Light duty vehicles (LDVs) are assumed to have enough
battery capacity to cover a distance of 300 km and a network of fast chargers is spread
through the country allowing them to charge at 120 kW. The number of fast charging
stations is estimated based on a density of 48 vehicles per station. Additionally a 6 kW
on-board charger is included in each vehicle in order to charge over night. City buses
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and distribution trucks have enough battery range to cover a full day of operation (500
kWh and 340 kWh respectively), and charging is performed over night at 70 kW and
30kW respectively. Finally, long haul trucks are equipped with enough battery capacity
(480 kWh) to drive for about two hours (200 km) before needing to stop at a fast charging
station to replace the tractor for a fully charged one, since it is not realistic to assume a thirty
minutes break every two hours for charging. This tractor swapping requires increasing the
number of tractors in the fleet in order to keep the same flow of goods as well as a high
number of high power (400 kW) charging stations.

Scenario 2: Overhead electric road

This scenario introduces overhead ERS in all major roads in the country for the exclusive
benefit of long haul trucks and coach buses. This reduces the required battery capacity
for the aforementioned vehicles down to 120 kWh (equivalent to 60 km of range). This
technology however, does not affect the other vehicles of the fleet as LDV cannot benefit
from it and distribution trucks and city buses operate mainly in urban areas, so they remain
unchanged with respect to scenario 1.

Scenario 3: Overhead & opportunity fast-charging

With respect to the previous case, opportunity charging is made available for city buses
and distribution trucks in this scenario. It is assumed that DC fast charging stations (180
kW) are installed along the route of all city buses which allows to reduce their battery
capacity from 500 to 90 kWh. For distribution trucks, high power AC chargers (43 kW)
are installed in major loading/unloading docks and an on-board charger is installed in all
trucks. This enables the reduction of their battery size to almost one third (120 kWh)
compared to scenario 2. Long-haul vehicles and LDV are kept as described in scenario 2.

Scenario 4: Road bound inductive

The overhead ERS from scenarios 2 and 3 is replaced by an inductive road bound solution.
This means that LDVs can also take advantage of the dynamic charging infrastructure. As
LDVs can now charge while they drive on all major roads, their battery capacity can be
reduced to provide about 60 km of driving range (15 kWh). The change on ERS does
not affect the battery capacity of long haul vehicles compared to scenario 2 but it slightly
changes the required equipment on-board. On the other hand, city buses and distribution
trucks remain unchanged with respect to the previous scenario.
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Scenario 5: Road bound conductive

The inductive ERS from scenario 4 is replaced by a conductive solution, which is expected
to be cheaper in terms of infrastructure but requires additional components on-board the
vehicle in order to provide galvanic isolation between the electricity supply from the road
and the high voltage system on-board the vehicle, as no protective earth connection can be
ensured during dynamic charging. The rest of the fleet and infrastructure remains unaltered
with respect to scenario 4.

A summary of the vehicle and infrastructure configurations for the different scenarios is
presented in Table 5.1.

Table 5.1: Vehicle configurations

Vehicle Scenario Battery
energy

Energy
consumption

Traction
Power

Slow
charge

Fast
charge E-road

Units - kWh kWh/km kW kW kW kW

Light
duty

  .  .  
  .  .  
  .  .  
  .  .  
  .  .  

City
bus

  .    
  .    
  .    
  .    
  .    

Distribution
truck

  .    
  .    
  .    
  .    
  .    

Long
haul

  .    
  .    
  .    
  .    
  .    

5.2.4 Results and discussion

Using the assumptions presented in previous sections, it is possible to calculate the yearly
societal cost of electrifying all road transport in Sweden and Denmark for all the described
scenarios, as shown in Figs. 5.4 and 5.5. In this figures, the positive segments represent
the yearly investments in infrastructure and on-board components needed in order to fully
electrify the nation’s fleet. On the other hand, the negative segments represent the potential
savings that can be obtained yearly due to the removal of the conventional powertrain,
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increase in energy efficiency of the vehicle and lower cost of electricity compared to fossil
fuels.
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Figure 5.4: Societal cost of electrifying all Swedish road transport under five different scenarios.
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Figure 5.5: Societal cost of electrifying all Danish road transport under five different scenarios.

There are several aspects that can be concluded from comparing Figs. 5.4 and 5.5. The first,
and most obvious one, is that the overall cost of electrifying the Swedish automotive fleet
in all scenarios is higher than its Danish counterpart. This is due to the fact that Sweden
has a higher total number of vehicles in its fleet and a longer road network to be electrified
in scenarios 2− 5. The second aspect that is interesting to notice is that, roughly speaking,
both countries follow the same trend regarding the cost effectiveness of electrification in the
different scenarios; with the first scenario presenting the highest societal cost and the last
one the lowest. Moreover, the most significant cost reduction is achieved when the electric
road infrastructure is made available to all vehicle kinds (transition from scenario 3 to 4).
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It is also important to highlight that for both countries the overall cost of electrification is
lower than the potential savings in all scenarios. When analyzing this, it has to be kept in
mind that the initial assumption for the battery cost of 90 €/kWh was considered signi-
ficantly low at the time this study was conducted, which makes an easier case for electri-
fication. Nevertheless, the most recent estimations for battery cost from one of the most
popular EV manufacturers suggest that this figure could be reached in the near future.
Figure 5.6 presents a sensitivity analysis showing the net societal cost minus savings when
varying the assumed cost of batteries. It can be seen in Fig. 5.6a that electrification re-
mains cost effective with battery costs up to 120 €/kWh for scenario 1, and 135 €/kWh
for scenarios 2 and 3. On the other hand, as Denmark has a higher cost of electricity and
cheaper fuels than Sweden (i.e. lower savings per vehicle), electrification barely remains
cost effective in scenario 1 under the initial assumptions in battery cost, and 110 €/kWh
for scenarios 2 and 3 (refer to Fig. 5.6b). Moreover, scenarios 4 and 5 remain cost effective
even after doubling the initial assumption on battery cost, as shown in Fig. 5.6. This is due
to the fact that most vehicles in this scenarios have significantly smaller battery packs but
provide the same cost savings as in scenarios 1− 3.
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Figure 5.6: Sensitivity analysis on the cost of Li-ion battery pack for (a) Sweden and (b) Denmark.

The number and cost of DC fast charging stations are assumptions that can easily be chal-
lenged. In order to analyze the impact of these assumptions in the overall societal cost of
electrification, a sensitivity analysis is performed on the cost of charging stations as presen-
ted in Fig. 5.7. From this figure it can be seen that for both countries scenario 1 is the
most affected by changes in the cost of charging stations. This is due to the high number
and power of the charging stations needed in order to keep the tractor-swapping system
working without delays. On the other hand, when DC fast charging stations are used only
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for passenger vehicles (scenarios 2 and 3), it can be observed that the system is less sensitive
to variations in the cost of the stations. Scenarios 4 and 5 are not affected in any significant
way by the cost of fast charging stations as they are only used by city buses and distribution
trucks and their total number is quite low.
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Figure 5.7: Sensitivity analysis on the cost of charging stations for (a) Sweden and (b) Denmark.

Although a detailed cost model for ERS is presented in section 5.1.2, this is one of the
figures that presents the most uncertainty because all ERS concepts included are relatively
young technologies which are currently not being commercially produced at any significant
volume and there is also a lack of experience regarding durability and require maintenance.
For this reason, a sensitivity analysis is presented in Fig. 5.8 for overhead solutions and Fig.
5.9 for road bound ones. It is interesting to notice that in the case of Sweden, scenarios 2
and 3 remain more cost effective than scenario 1 even with increases in the cost of overhead
ERS of 70% (as shown in Fig. 5.8a). For Denmark on the other hand, the cost of overhead
ERS can increase by a factor of three and scenarios 2 and 3 would still remain more cost
effective than scenario 1 (refer to Fig. 5.8b). This difference between Sweden and Denmark
is due to the higher density of vehicles in the Danish roads. When looking at the impact
of the cost of road bound conductive solutions, it is possible to appreciate that even with
a three fold increase in the cost of this type of ERS, scenario 5 remains more cost effective
than 1-3 and barely approaches scenario 4 in the most extreme case.
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Figure 5.8: Sensitivity analysis on the cost of overhead conductive ERS for (a) Sweden and (b) Denmark.
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Figure 5.9: Sensitivity analysis on the cost of road bound conductive ERS for (a) Sweden and (b) Denmark.

Another interesting comparison between the societal cost of electrifying Sweden and Den-
mark can be made based on how much the potential cost savings are with respect to the
required investment in each scenario as shown in Fig. 5.10. It can be observed that for
the first three scenarios the differences between the relative savings in both countries are
significant. The main reasons for this is that Sweden consumes a higher amount of energy
per vehicle and has a remarkably low electricity cost. These factors increase the relative
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savings gap between the two countries. Interestingly, when a road bound inductive ERS
is introduced, Denmark has a higher potential benefit than Sweden. This has to do with
the fact that the number of vehicles per km of major road in Denmark is around 650 while
in Sweden is half of that, meaning that the infrastructure investment is spread among the
savings from a higher number of vehicles in the Danish case. However, when the cost of
the ERS infrastructure is reduced (moving from scenario 4 to 5) the difference in energy
consumption and energy cost becomes the most significant factor again and the potential
benefit becomes larger for Sweden.
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Figure 5.10: Savings comparison between Sweden and Denmark.

5.2.5 Conclusions

From the results and sensitivity analysis presented in this section, it is clear that ERS offers
a potential to dramatically reduce the electrification cost of a nation-wide automotive fleet.
However, in order to achieve this the selected technology needs to be accessible to both
heavy and light vehicles, and needs to be deployed in a sufficiently large scale to affect the
sizing of the components on-board the majority of the vehicles in the fleet. The marginal
savings in the societal cost from scenario 1 to 2 and 3 compared to the significant savings
provided in scenarios 4 and 5 motivate why ERS should be available to all vehicle categories.

Moreover, this study shows that although it is important to account for the particular con-
ditions of different countries when assessing the societal cost of alternative forms of elec-
trification, for the scenarios under consideration, similar conclusions can be made when
analyzing the Swedish and Danish cases.
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5.3 Equivalent energy cost of operating the automotive fleet

In the previous section it is shown that ERS are promising solutions that have the potential
to significantly reduce the overall cost of electrifying a nation-wide fleet. In that analysis
the transition phase is neglected and emphasis is made on the societal cost effectiveness of
the final system solution once the full fleet is electrified. However, it is evident that if ERS
are to be implemented at large scale, the roll out of the infrastructure as well as its adoption
would happen in progressive steps. In this context, this section analyzes the societal cost
of electrifying the traffic on a specific road using different technologies, and compares it
with the corresponding cost if all these vehicles featured a more conventional combustion
engine powertrain. The objective is to identify which roads are more beneficial to electrify
from a societal perspective, as they would be good candidates to be electrified first. The
analysis presented in this section is based solely on the traffic density and composition of
the roads, meaning that other aspects such as their geographical location, connection to
other roads or urban and industrial centers are not taken into consideration when assessing
the suitability of the road to be electrified.

An electromobility equivalent energy cost (Cemob) is introduced in order to facilitate this
analysis. Cemob represents the cost of using 1 kWh of electricity in transportation includ-
ing the cost of energy, depreciation of components and infrastructure, and is calculated as
shown in (5.2).

Cemob = Ce + Ccomp + Cinf (5.2)

The first term in this equation (Ce) represents the cost of 1 kWh of electric energy, excluding
VAT. The second term (Ccomp) accounts for the depreciation of the electromobility related
components. It is worth noticing that the cost of all the component needed in order to
electrify the vehicle (Con−board) is depreciated based on the energy they are expected to
convert over the life time of the vehicle, as described in (5.3), where ex is the average energy
consumption of the vehicle type “x” (given in kWh/km), dx,year is its average yearly driven
distance, ki is the interest rate and ta is the amortization time.

cx =
Con−board

ex dx,year
ki

1− (1+ ki)−ta
(5.3)

As it could be expected, both the cost of on-board components (Con−board) and the aver-
age yearly energy consumption (ex dx,year) vary significantly between passenger vehicles and
trucks. Therefore, Ccomp needs to be calculated as the weighted average of the cCars and
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cTrucks for the specific traffic composition of the road under study, as shown in (5.4).

Ccomp =
cTruck AADTTrucks eTruck + cCar AADTCars eCar

AADTTrucks eTruck + AADTCars eCar
(5.4)

The last term in (5.2) refers to the cost of the charging infrastructure (Cinf), both ERS and
DC fast charging (if applicable), depreciated by the total energy supplied by the system over
its amortization time. The cost of the ERS is estimated as described in section 5.1.2. It can
be observed that (5.1) requires the degree of electrification (kERS) to be defined beforehand.
The selection of the optimal kERS depends on a variety factors such as geographical location,
existence of exit/entrance ramps, road gradient, fleet composition, connections to other
roads, ease of installation, etc. Therefore, in a practical application kERS is likely to differ
between roads. Moreover, if vehicles are expected to perform charge sustained trips while
driving on an ERS, the required charging power is inversely proportional to the selection
of kERS. Assuming a minimum required battery capacity equivalent to 60 km of driving
range (drange), that only a fraction of the installed battery capacity (kbatt) can be used for
traction and a maximum charging rate (Crate) of 2C (in order to preserve the lifetime of
Li-ion batteries), a rough optimization aiming to minimize the combined cost of the ERS
infrastructure (CERS) and on-board batteries (Cbatt) of the fleet can be performed. This
optimization, requires the definition of the vehicle fleet size and composition (Ncar and
Ntruck) as well as the length of the road network (Lroad) and number of lanes (Nlanes) to
be electrified. Equations (5.5)-(5.7) show how the cost of the infrastructure and on-board
batteries is calculated using the assumptions previously described.

CERS =

(
k0(ecar dcar,year + etruck dtruck,year)2.5

24× 365
+ k1Lroad+

k2LroadNlaneskERS

)
ki

1− (1+ ki)−ta,inf

(5.5)

Cbatt = Cbatt,kWh(Bcap,carNcar + Bcap,truckNtruck)
ki

1− (1+ ki)−ta,veh
(5.6)

Bcap,x = max
(
drange,xex
kbatt

,
exvave,x
Cratekers

)
(5.7)

Figure 5.11 shows the aforementioned optimization of the kERS value for the Swedish road
network and fleet as described in section 5.2.1, considering only light duty and long haul
vehicles. It can be observed that for kERS values lower than 0.5, it is necessary to increase

117



the battery capacity of the vehicles in the fleet (and therefore its associated cost) in order to
keep the charging rate at a maximum of 2C. On the other hand, for kERS higher than 0.5
the battery capacity remains constant in order to provide the minimum required driving
range of 60 km. From Fig. 5.11 it can be concluded that a kERS value of approximately 0.5
minimizes the overall ERS and battery cost for the selected fleet and road network, and
thus it is the value used in the upcoming sections.
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Figure 5.11: Selection of the degree of electrification kers for Swedish national and European roads.

Finally, in order to compare the cost of operating an electrified fleet with a conventional one,
the cost of the amount of fossil fuels (Cfuel) needed in order to provide the same amount of
tractive energy as 1 kWh of electricity used by an electric powertrain in transportation needs
to be estimated. This requires several assumptions: first it is assumed that an electric vehicle
has an overall average efficiency (including charging) of 78%, while an ICE vehicle has an
average efficiency of 25%. Additionally it is assumed that a liter of fossil fuel contains 10
kWh of energy. Considering all this, the resulting Cfuel is roughly 0.35 €/kWh. It is worth
noticing that the average efficiencies of both conventional and electric vehicles depend on
a variety of factors, from the specifics of their powertrain design to the drive cycle, road
gradient, weather conditions, etc. Therefore, it is important to keep in mind that Cfuel
is used as an indication on how the electrified and the conventional fleet compare under
different scenarios and traffic conditions.

5.3.1 Calculation scenarios

Three different scenarios are proposed here in order to analyze the impact of different elec-
trification technologies in the equivalent energy cost of operating the vehicle fleet passing
through an specific road. In all scenarios, it is assumed that all vehicles are either PHEVs or
EREVs, thus savings due to the removal of the conventional powertrain are not accounted
for. The reason for this is that during early stages of ERS deployment, vehicles should be
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capable of driving significant distances in roads that are not yet equipped with dynamic
charging infrastructure in order to fulfill the transport demands of the society.

Scenario 1: ERS based on overhead lines only for trucks, cars remain on fossil fuels

The electrification of long haul vehicles presents several challenges and opportunities simul-
taneously. On one hand, their high weight and energy consumption, long driving distances
and profit oriented operation makes them hard to electrify using large battery packs and
static charging infrastructure, as it is currently being done with passenger cars, since the
loss of payload and long charging times would negatively affect their use. On the other
hand, as they operate mostly on predefined routes following predictable driving patterns
they are in a unique position to lead the deployment of ERS. In this context, the first scen-
ario analyzes the implications of only electrifying long haul vehicles by using ERS based on
overhead lines. As previously mentioned, in addition to an electric powertrain and all the
components required to take energy from the ERS the trucks are assumed to be equipped
with sufficient battery capacity for 60 km of driving range. On the other hand, cars remain
using ICE, and therefore do not influence the cost calculation.

The electromobility equivalent energy cost for this scenario is presented in Fig. 5.12a. As
previously explained, since cars are not electrified they do not affect the resulting Cemob.
However, in order to fairly compare the cost of using energy in transportation from this
scenario with the upcoming ones, it is necessary to account for the cost of operating the fleet
of passenger vehicles, as shown in Fig. 5.12b. From both figures it is possible to deduce that
for a road with a AADTTruck higher than 900, the resulting Cemob is below the equivalent
cost of operating a conventional fleet (Cfuel), meaning that societal gains can be obtained
from the installation of ERS in such road. However, it is important to keep inmind that this
scenario does not reduce the emissions derived from light duty vehicles (which currently
account for 55-60% of the total road transport emissions in Europe [127]), regardless of
how the Cemob from this scenario compares with the upcoming ones.

Scenario 2: ERS based on overhead lines only for trucks, cars become battery electric
vehicles

In the second scenario, all passenger vehicles are electrified bymeans of high capacity battery
packs (72 kWh) and fast charging stations (with the same density as explained in section
5.2.3). On the other hand, long haul vehicles remain as in the previous scenario, having
sufficient battery range for 60 km of driving and taking advantage of the overhead ERS
installed along the roads.

The resulting electromobility equivalent energy cost for this scenario is presented in Fig.
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Figure 5.12: Electromobility equivalent energy cost Cemob for overhead lines ERS only for trucks; cars remain on fossil fuels.

5.13a. Several conclusions can be drawn from this figure; the first and most evident one
is that for any AADTCars, increasing the AADTTrucks lowers the Cemob. The main reason
for this is that the cost of on-board components depreciated in energy for the trucks is
significantly lower than that of the cars, as it can be observed in Fig. 5.13b. On the other
hand, the average power delivered by the ERS per km is presented in Fig. 5.13c and it
is used to calculate the corresponding ERS cost according to (5.1), and consequently the
depreciated cost of the charging infrastructure as shown in Fig. 5.13d. From this last figure
it can be observed that any increase in the traffic volume, whether it is trucks or cars, lowers
the depreciated cost of the infrastructure, as more energy is being converted through the
system.

Scenario 3: Road-bound ERS for both trucks and cars

Thefinal scenario illustrates the impact ofmaking ERS technology accessible to both vehicle
types. Therefore, road bound ERS replaces the overhead lines used in the previous scenarios.
This has a major effect on the on-board components of passenger vehicles as now their
battery pack can be reduced from 72 kWh to only 15 kWh (providing a driving range of
about 60 km). Trucks, on the other hand, remain the same with the exception of being
equipped with a different kind of pick-up to connect to the ERS.

In this scenario, the obtained Cemob (shown in Fig. 5.14a) is in general lower than the
one obtained in the previous one (compare with Fig. 5.13a) for most combinations of
AADTCars and AADTTrucks. However, although the cost of the on-board components for
cars is significantly reduced due to the lower battery capacity installed, the cost of the on-
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Figure 5.13: Cost analysis for ERS based on overhead lines only for trucks; cars electrified with batteries.

board components depreciated over the total energy converted, remains higher than that
of trucks, due to the lower energy converted by cars throughout their life. This causes that
once a minimum number of trucks is reached, AADTTrucks > 1300, increasing the volume
of cars results in an increase in the Cemob.

On the other hand, it can be seen that since the ERS infrastructure is being shared by
both vehicle types, the average delivered power per km also increases as shown in Fig.
5.14c, which consequently lowers the depreciated cost of the charging infrastructure (see
Fig. 5.14d) as more vehicles use it and static charging stations can be spared.
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Figure 5.14: Cost analysis for road-bound ERS for trucks and cars.

5.3.2 Case example

In order to demonstrate how the developed metric can be used to assess the suitability of a
road to be electrified under different scenarios, two relevant roads in southern Sweden are
analyzed under scenarios 2 and 3. The selected roads are European road E6 and E22. In
Sweden, they both start in Trellebog and overlap until Malmo where they split. The E6
continues along the west coast of Sweden before reaching Norway while the E22 crosses
Scania transversally before entering in Blekinge.

The traffic data for this study is obtained from the Swedish Traffic Agency, which provides
the total and heavy vehicle AADT for both driving directions and in numerous points
along the road [128]. Since the AADT for passenger vehicles is not directly available, it is
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Figure 5.15: Electromobility equivalent energy cost (Cemob) for electrification scenarios 2 and 3 applied to European roads E6
and E22.

estimated as AADTTotal-AADTTrucks.

Figure 5.15 shows the calculated Cemob for both scenarios and roads at each point where
traffic measurements are available. As it could be expected, for both roads, scenario 2
provides a higher Cemob than scenario 3. Slightly more counter-intuitive is the fact that
for scenario 2 the E6 (refer to Fig. 5.15a) presents in general a slightly higher Cemob than
the E22 (see Fig. 5.15c), although it has higher volumes of trucks and cars. However, as
previously explained, the higher traffic volumes of cars on the E6 increases the Cemob due
to the additional depreciation of their on-board components.

On the other hand, when both vehicle types can take advantage of the ERS infrastructure
(scenario 3), the higher traffic on the E6 translates into a lower Cemob than that of the E22 as

123



shown in Figs. 5.15b and d. Moreover, in general it can be concluded that scenario 3 offers a
Cemob that is well below Cfuel, while scenario 2 in both roads provides a Cemob that is around
Cfuel. This clearly highlights the importance of sharing the dynamic charging infrastructure
among as many vehicle types as possible.

5.3.3 Conclusions

From the analysis presented in this section, it is possible to draw several conclusions. The
first one is that for roads with traffic volumes above 900 trucks a day, the electrification of
only heavy traffic by means of an overhead ERS would result in an electromobility equi-
valent energy cost that is competitive to that of fossil fuels, under the assumptions made
in this study. However, this option does not affect in any way the emissions derived from
light duty vehicles. The second conclusion that can be extracted is that if all traffic is to be
electrified, the implementation of an ERS that can be used by all vehicle types results into
higher societal gains as it decreases the cost of on-board components for cars which are the
most numerous vehicle type in most national fleets. Moreover, if the ERS infrastructure is
shared among light and heavy vehicles, the amount of roads that would be cost effective to
electrify significantly increases, making the technology, and consequently its benefits, ac-
cessible to even more vehicles. This last point as well as the conclusions presented in section
5.2.5 highlight the importance of making the dynamic charging infrastructure accessible to
light duty vehicles as well.
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Chapter 6

Conclusions and future work

6.1 Conclusions

This thesis compiles knowledge from different fields (electrical, mechanical and manufac-
turing engineering) and applies it to the modeling, optimization and analysis of electro-
mobility systems. In this context, sizing, performance and cost models for PECs, EMs and
MTs are presented in Chapter 3. These models are then used in Chapter 4 to optimize the
design of an electric powertrain for a passenger vehicle application. Finally, in Chapter 5,
the developed cost models are used to analyze the societal cost implications of using dif-
ferent technologies for the electrification of road transport. The objective of this thesis is
to develop an understanding, from the component to the system level, of the factors and
interactions that affect the performance and cost of electromobility systems.

Due to the wide nature of the studied systems, it is essential to take a cross-disciplinary
approach when modeling, optimizing or analyzing them. Suboptimal solutions or mis-
leading conclusions may result from approaching a problem using a single discipline’s per-
spective, as existing deep interactions with other disciplines may be ignored. Thus, a de-
cision taken on a certain component feature from one discipline’s point of view may have a
severe impact on other aspects of such component. For example, decisions made based on
the electromagnetic performance of an EM may affect the selection of manufacturing pro-
cesses and vice-versa; characteristics and limitations of available manufacturing processes
affect the geometrical design of the EM, and thus its electromagnetic performance. An
example of this can be seen in section 3.2.6.

Similarly, decisions based on improving the characteristics of a single component can trans-
late into a degradation of performance or an increase in cost of another component and
possibly the overall system. For example, operating the EM at high magnetic saturation
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levels can potentially increase its torque density, but this implies the need of a higher cur-
rent PEC which drives the cost of the system up. The opposite scenario can also be true,
increasing the cost or degrading the performance of a component can result in a better
system solution, as shown in Chapter 4, where the addition of a second speed in the trans-
mission (which increases its cost and size) translates into a lower total system cost for the
studied case.

In order to provide a fair comparison and to be useful within a complex system optim-
ization scheme, cost models that are computationally efficient and are able to provide a
reasonable estimation based on the information available during the pre-design stage are
needed. Although traditional cost estimation techniques are able to provide a quite accur-
ate assessment of the cost of a component or a system given an existing design, they tend to
be time consuming and not practical to be included inside optimization routines. In this
context, one of the main contributions of this work is the development of cost models for
a variety of components based on a similar set of assumptions. These models are compu-
tationally fast and do not require a final component design. Cross-disciplinary work and
cooperation have been essential to the development of such models. The present work be-
nefits from a long standing cooperation between the LTH divisions of Industrial Electrical
Engineering and Automation (IEA) and Production and Materials (iProd), as well as with
several industrial partners.

It is important to adjust the type and depth of the modeling to the task and resources
at hand, so no relevant information or interactions between components is missed but
the required computational time remains within reasonable levels. The reliability of the
obtained results depends highly on the level of accuracy of themodels used. Simultaneously,
high fidelity models usually require higher computational times. Finding a good balance
between the accuracy and level of detail of the models used and their execution time is
specially important if the objective of the study is the optimization of a system, in which
case it can be expected that the component models will be evaluated a large number of
times, as exemplified in Chapter 4.

A holistic approach that considers the selection and optimization of the different com-
ponents of the system simultaneously has a better chance of finding solutions closer to a
theoretical optimum. The requirements of the optimization should be defined at the sys-
tem level, in order not to set artificial constraints to the system that can result in sub-optimal
solutions. However, this requires good knowledge of the studied system and its intended
operation. A clear example of this is presented in Chapter 4, where wheel requirements are
set for the optimization of an electric powertrain instead of, for example, requirements on
the EM torque or speed.

Taking all these lessons into consideration, another significant contribution of this thesis is
the development of an optimization tool for electric powertrains that, given a set of wheel
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requirements, is able to explore a large space of search, including different EM geometries
and powertrain configurations in a time effectivemanner. This tool does not aim to produce
final designs but rather identify areas of interest that are worth to be explored further. In
general, conclusions derived from particular case studies optimized by the aforementioned
tool cannot be extrapolated to other vehicles, set of requirements and/or initial assumptions
as results are highly sensitive to these parameters. Instead, learned lessons should focus on
the methodology and approach.

Although electric powertrains are important components in vehicles, influencing in a signi-
ficant way their performance and cost, they are probably not the factor currently hindering
the wide adoption of electrified vehicles. In order to truly enable and accelerate the pace
of automotive electrification, a more comprehensive analysis of the road transport system
needs to be carried out. A significant portion of this thesis is devoted to perform such
analysis with the help of the developed models for different electromobility components as
well as best available figures from the literature. From this study, it is possible to conclude
that batteries, in particular those needed for LDVs are the main cost driver for the electro-
mobility system. An obvious path, and the current trend, is to make electrified vehicles cost
competitive is to lower the cost of battery packs. This can be achieved in a combination
of ways, from changes in the battery chemistry to advances in manufacturing methods and
economies of scale. However, an alternative path is the large scale deployment of dynamic
charging infrastructure. It is shown in Chapter 5 that if LDV can take advantage of the
ERS the societal cost of an electrified road transport system is lower than the current one
(based on ICEs) even at higher battery costs than the currently reported values.

6.2 Future work

The inclusion of wide-bandgap semiconductor devices, such as SiC and GaN, in the semi-
conductor model presented in section 3.1.1 which currently only includes silicon IGBTs
and diodes would be a valuable improvement. In recent years SiC and GaN components
have appeared in the market at volumes and prices that make them interesting alternatives
to conventional Si devices, especially in applications such as DC-DC converters where the
possibility of increasing the switching frequency allows to reduce the size of the passive
components.

Another interesting direction for further improvements is the addition of new PEC topo-
logies, such as multilevel converters for driving electrical machines or resonant converters
that could be used for DC-DC conversion. Additionally, the inclusion of alternative on-
board chargers and new isolated DC-DC converters is of interest when studying the cost
effectiveness of the integration of these functions in the powertrain.
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The addition of new EM topologies to the database presented in section 3.2, such as induc-
tion, reluctance and electrically excited machines would allow studying the impact, both
in terms of cost and performance, of machine designs that have different cost sensitivity to
commodities and raw materials. Additionally, the inclusion of EM designs involving dif-
ferent manufacturing processes than those currently modeled (e.g. hairpin and fractional
slots windings) is an interesting alternative to complement the existing EM models. In a
similar fashion, alternative MT topologies and powertrain configurations can widen the
space of search and thus the possibilities of finding optimal solutions.

It is also compelling to incorporate alternative cooling concepts that could be used both
in EMs and power electronic components, such as inductors and transformers. Improved
cooling has the potential to reduce the overall size and cost of these components, resulting
in more cost effective and compact solutions. In later years, technologies for direct winding
cooling have been developed. These technologies significantly increase the performance of
targeted applications, but in order to assess their effectiveness at system level, they need
to be considered in the design stage and thus they need to be included in a design and
optimization tool like the one presented in this thesis.

A welcome improvement would be the inclusion of components rated for both higher and
lower voltages. Recent trends point towards DC-link voltages above 800V, which is about
the maximum value that can be achieved with the semiconductor components currently
included in the models. In order to accurately model the impact of this increase in voltage,
it is necessary to account for the required change in insulation class of the EM’s windings
as well. Additionally, the inclusion of lower voltage components targeting 48V applications
would allow using the existing models in the optimization of mild-hybrids as well.

As there exists significant uncertainty regarding the cost of high power static charging sta-
tions as well as inductive dynamic charging infrastructure, the analysis presented in Chapter
5, would be strengthened if more detailed cost models for these components are developed
following the methodology outlined in Chapter 3.

Moreover, so far the analysis of the road transport has been focused solely on BEVs. How-
ever, the final goal should not be to achieve a fully electrified road transport system but
rather a decarbonized and sustainable one. In this context, it would be interesting to in-
clude FCEVs as well as bio-fuels in the analysis presented in Chapter 5. Additionally, that
analysis can be complemented with a study on how driving patterns and fleet size would be
affected in the alternative scenarios by the different vehicle technologies and infrastructures.
Furthermore it would be quite interesting, although challenging, to attempt to analyze the
transition period from the current state to the one in the proposed scenarios.

128



Appendix: Fleet assumptions

The results presented in Chapter 5 are somewhat sensitive to the assumptions made regard-
ing the specifications of the different vehicles in the studied scenarios. For this reason, this
appendix describes in detail the foundations for such assumptions.

Light duty vehicles represent the largest portion of most nation-wide fleets. In order to
find a set of specifications that could be considered a representative average of a LDV in a
future electrified fleet, the top-sold 100 vehicle models in Sweden during 2016 are used.
The different vehicle classes defined by the European Commission are assigned to one of
three groups of battery capacity and traction power specification, as shown in Table 1. It
is worth noticing that although the European commission does not subdivide the Multi-
purpose and Sport-Utility segments in large and small [129], this is done in this work in
order to capture the changes in specifications between vehicles of the same segment but
with significant differences in performance. Moreover, premium or luxury vehicles of one
class are moved to the group level above. Tables 2 and 3 show the assigned battery capacity
and traction power for the most sold vehicles in Sweden during 2016.

Table 1: Assigned specifications for different vehicle classes

Description Class
Battery

Capacity [kWh]
Powertrain
Power [kW]

Mini cars A  
Small cars B  
Medium cars C  
Large cars D  
Multi purpose small car M-S  
Multi purpose large car M-L  
Sport utility small cars J-S  
Sport utility large cars J-L  

129



Table 2: Top LDVs sold in Sweden during 2016

Model
Sales
(2016) Class

Battery
Capacity [kWh]

Powertrain
Power [kW]

 VW GOLF  C  
 VOLVO VII, S/VN  E  
 VOLVO S/V  D  
 VOLVO XC  D  
 VW PASSAT  D  
 VOLVO VN  C  
 TOYOTA AURIS  C  
 VW POLO  B  
 KIA CEE’D  C  
 SKODA OCTAVIA  D  
 AUDI A  D  
 AUDI A  E  
 SKODA FABIA  B  
 BMW -SERIE  E  
 NISSAN QASHQAI  D  
 TOYOTA YARIS  B  
 BMW -SERIE  D  
 KIA SPORTAGE  J-S  
 VW TIGUAN  J-S  
 FIAT DUCATO  M-L  
 MERCEDES E-KLASS  E  
 VOLVO XCN  J-L  
 RENAULT CLIO  B  
 AUDI A  C  
 OPEL ASTRA  C  
 FORD FOCUS  C  
 RENAULT CAPTUR  B  
 TOYOTA RAV   C  
 PEUGEOT   C  
 MERCEDES C-KLASS  D  
 SEAT LEON  C  
 TOYOTA AVENSIS  D  
 KIA RIO  B  
 HYUNDAI I  C  
 PEUGEOT   B  
 SKODA SUPERB  D  
 DACIA DUSTER  J-S  
 MITSUBISHI OUTLANDER  J-S  
 BMW -SERIE  C  
 FORD MONDEO  D  
 PEUGEOT   B  
 RENAULT KADJAR  J-S  
 RENAULT MEGANE  C  
 MERCEDES CLA  C  
 MAZDA CX-  B  
 BMW X  J-S  
 HYUNDAI I  A  
 KIA PICANTO  A  
 MINI HATCH  A  
 BMW -SERIE  C  
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Table 3: Top LDVs sold in Sweden during 2016

Model
Sales
(2016) Class

Battery
Capacity [kWh]

Powertrain
Power [kW]

 OPEL CORSA  B  
 HYUNDAI TUCSON  J-S  
 FORD FIESTA  B  
 MERCEDES A-KLASS  B  
 AUDI A  B  
 VW UP!  A  
 SUBARU OUTBACK  C  
 AUDI Q  J-L  
 SEAT IBIZA  B  
 MERCEDES GLC  J-S  
 VW SHARAN  M-L  
 BMW X  J-S  
 DACIA SANDERO  B  
 AUDI Q  J-S  
 MAZDA CX-  J-S  
 BMW -SERIE  D  
 MITSUBISHI ASX  C  
 TOYOTA VERSO  C  
 FIAT   A  
 SUBARU XV  C  
 FORD KUGA  J-S  
 MAZDA  C  
 HONDA CR-V  J-S  
 SUBARU FORESTER  J-S  
 VW CADDY  M-S  
 SKODA YETI  C  
 SUZUKI VITARA  J-S  
 CITROEN C  B  
 HONDA CIVIC  C  
 KIA OPTIMA  D  
 KIA SORENTO  J-L  
 HYUNDAI I  D  
 MERCEDES B-KLASS  M-S  
 VW TOURAN  M-S  
 FORD S-MAX  M-L  
 HONDA HR-V  C  
 AUDI A  D  
 NISSAN X-TRAIL  J-S  
 TOYOTA PRIUS  B  
 CITROEN C PICASSO  M-S  
 KIA SOUL  M-S  
 KIA VENGA  B  
 CITROEN C  C  
 NISSAN JUKE  B  
 CITROEN C CACTUS  C  
 PEUGEOT   C  
 KIA CARENS  M-S  
 TESLA MODEL S  E  
 NISSAN LEAF  C  
 OPEL INSIGNIA  D  
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From these tables, it is possible to estimate the average battery capacity for new models to
be 72 kWh, assuming a real life energy consumption of 0.2 kWh/km [130] and that only
85% of the total capacity can be used in order to extend the life of the battery. This provides
a range of about 300 km. It is important to keep in mind that the energy consumption per
driven kilometer and thus the electric range depend highly on the driving cycle, weather
conditions and auxiliary loads. On the other hand, from a similar calculation, the average
traction power is estimated to be 100 kW.

The fast chargers for LDVs are assumed to have the same charging power as Tesla superchar-
gers currently have (120 kW) [131], and their total number is calculated assuming that the
density of fast charging stations is five times higher than that of gas pumps along the high-
ways. This results in about 48 vehicles per fast charging point for Sweden and compared
to current deployment of fast charging infrastructure would be on the high side [40, 132].
On the other hand, the on-board charger is assumed to be 6.6 kW, which corresponds to
the upgraded version available for the Nissan Leaf [133].

In those scenarios where the LDVs can benefit from the ERS infrastructure, their battery
capacity is reduced to 15 kWh, which is on the high side of what current plug-in hybrid
vehicles offer and should provide a range of around 60 km. This electric range is deemed
sufficient to cover intra-city trips as well as to drive from the initial location to the major
road where the ERS is available and from it to the final destination. In order to make a
LDV capable of charging from the ERS infrastructure, it needs to be equipped with a pick-
up and a DC-DC converter. In this work it is assumed that these components are rated for
25 kW, which is about twice the traction power needed for cruising in the highway. This
matches the assumption of having ERS only on 50% of the road length (refer to Fig. 5.11).

For city buses the energy consumption is assumed to be 1.2 kWh/km [134], which does
not account for the energy needed for heating. Selecting an average battery capacity for
electric buses is a challenging task as the optimal capacity depends, among other factors,
on the specific route where the bus is expected to operate, number of hours of continuous
operation, etc. Since the intention of this work is not to provide an optimal set of specific-
ations for the nation wide bus fleet, it is assumed that the buses need a range of 350 km
to cover a full day of operation [135] in mild weather, which results in a required battery
capacity of 500 kWh. The charging power required at the depot is 70 kW, which allows to
fully charge the bus in 6 h.

When opportunity charging (180 kW) is made available for buses, the installed battery
capacity is assumed to be 90 kWh, which provides an electric range of about 60 km. This
could for example mean that buses need to charge for 5 minutes at the end stops after 30
minutes of driving. Additionally, in this case it is possible to reduce the required power for
the on-board charger, which is set to 6.6 kW as for LDVs.

The assumptions made to define the specifications of the components on-board city buses
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are similar to those made on other independent studies and available buses/chargers in the
market [135–139].

Distribution trucks use somewhere in the range of 0.8 − 1.7 kWh/km depending on the
drive cycle, slopes, load and required power for auxiliary loads. In this work, it is assumed
that distribution trucks consume 1.5 kWh/km, which is on the high side of the aforemen-
tioned interval, and are equipped with a battery capacity that is sufficient for about 200
km (340 kWh). The charging power required at the depot is set to 30 kW, which allows
to fully charge the battery in 10 h.

In those scenarios where opportunity charging is made available for distribution trucks, it
is assumed that loading/unloading docks have a standard 3 phase 63 A outlet and that the
trucks are equipped with a 43 kW OBC. In these cases, the battery capacity of the distri-
bution trucks can be reduced to provide about 60 km of range (110 kWh). Additionally,
the required power at the depot can also be reduced to 10 kW, which allows to fully charge
the battery in 10 h.

Long haul trucks on the other hand consume somewhere in the range of 1.2−2.0 kWh/km.
The specific energy consumption, as in the case for distribution trucks, depends on a variety
of factors which cannot be accounted for in a general way. In this work it is assumed that
long haul trucks consume 1.6 kWh/km. In order to limit the impact of batteries on the
payload of the truck, they are assumed to be equipped with 480 kWh, which is enough to
provide more than 2 h of continuous driving, after which the truck must stop and replace
the tractor for a fully charged one. This tractor-swapping approach requires fast chargers
to be available at truck stops. If autonomous tractors are available in the future, this might
be a desirable system [140]. If a tractor has used all of its available battery capacity when
reaching the truck stop, it requires a charging power of about 400 kW in order to be fully
charged within 1 h. On the other hand, if the truck has only been driving for 2 h at 80
km/h, it will be fully charged within 40 min. On top of needing a large number of fast
chargers, this system would require to increase the total number of tractors in the fleet to
preserve the number of driven kilometers per day. Assuming 8 h shifts, this system would
result in only 6 h of driving per tractor, which means that the number of tractors in the
proposed solution needs to be 4/3 of the initial number of tractors in the fleet in order to
preserve the number of driven kilometers in a shift. Overnight trucks are assumed to be
able to charge at 40 kW, which is enough to provide a full charge in 9 h.

When the long haul trucks are able to take advantage of the dynamic charging infrastruc-
ture, their battery capacity can be reduced to 120 kWh which, as in the case of LDVs,
provides a range of about 60 km. Moreover, the required power for the fast charging
stations can be reduced to 110 kW, which would provide a full charge in less than 1 h. Ad-
ditionally, the OBC can be reduced to 10 kW while preserving the ability to fully charge
the battery overnight in 9 h as in the non-ERS case.

133



These assumptions have been presented in different seminars to be scrutinized by experts
from the automotive industry and changes were made based on the resulting discussions
prior to the publication of the different articles. However, it is important to keep in mind
that all these assumptions can be challenged and that they do not represent an optimal
solution for all applications and cases.
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